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ABBREVIATIONS
CERN

European Organization for Nuclear Research

DDC

Dewey Decimal Classification

DTD

Document Type Definition

HTML

HyperText Mark-up Language

IR

Information Retrieval

ISBN

International Standard Book Numbers

kNN

k nearest neighbor

LCC

Library of Congress Classification 

MLP

Multi-Layer Perceptron Network 

NCSA

National Center for Supercomputing Applications

NN

Nearest Neighbor 

RDF

Resource Description Framework

SGML

Standard General Markup Language

UDC

Universal Decimal Classification

URI

Uniform Resource Identifier 

URL

Uniform Resource Locator

URN

Uniform Resource Name

W3C

World Wide Web Consortium

WEBSOM
Neural network (SOM) software product

XHTML
Extensible HyperText Markup Language

XML

Extensible MarkUp Language

1 Introduction 

Every day the World Wide Web grows by roughly a million electronic pages, adding to the hundreds of millions already on-line. This volume of information is loosely held together by more than a billion connections, called hyperlinks. 

(Chakrabarti et al. 1999)

Because of the Web's rapid, chaotic growth, it lacks organization and structure. People from any background, education, culture, interest and motivation with of many kinds of dialect or style can write Web pages in any language. Each page might range from a few characters to a few hundred thousand, containing truth, falsehood, wisdom, propaganda or sheer nonsense. The discovery of high-quality, relevant pages in response to a specific need for certain information from this digital mess is quite difficult. (Chakrabarti et al. 1999)

In the past and also nowadays, people have relied on search engines that hunt for specific words or terms. Text searches frequently retrieve tens of thousands of pages, many of them useless. The problem is how is possible quickly to locate only the information, which is needed, and be sure that it is authentic and reliable. (Chakrabarti et al. 1999)

The other approach to find the pages needed is to use produced 'hotlists' which would encourage users to browse the WWW. The production of hierarchical browsing tools sometimes led to the adoption of library classification schemes to provide the subject hierarchy. At least one general discovery service, Yahoo! <URL:http://www.yahoo.com/>, devised their own 'home-grown' classification scheme to give structured hierarchical access to the resources which they had indexed. (Brümmer A. et al., 1997)

1.1 IPMAN- project

Telecommunications Software and Multimedia Laboratory of Helsinki University of Technology started IPMAN-project in January 1999. It is financed by TEKES, Nokia Networks Oy and Open Environment Software Oy. In 1999 project produced a literary research, which was published in Publications in Telecommunications Software and Multimedia.

The aim during the year 2000 is to concentrate on the content management and the main stress is to create a prototype. Prototype's subject is content personalization. Content personalization means that a user can influence to the content he wants to get. My work in the project is to find out different methods of classification possible to use in IP-networks. In empirical part of my work intention is to find the newest methods and solutions in use or in testing. The decision of the method which we are going to use in the prototype will be based on my settlement. 

1.2 Scope of the thesis

The scope of this thesis is to focus on different classification and indexing methods, which are useful in text classification or indexing in IP-networks. 

The Web contains approximately 300 million hypertext pages. The amount of pages continues to grow at roughly a million pages per day. The variation of pages is large. The set of Web pages lacks a unifying structure and shows more authoring style and content variation than that seen in traditional text-document collections. (Chakrabarti2 et al. 1999, p. 60)

1.3 Structure of the thesis

2 Metadata 

Metadata is expounded in this chapter. The eLib metadata is based on Dublin Core metadata element set, which is described in chapter 2.2. The eLib metadata uses the 15 appropriate Dublin Core attributes. Page description languages like HTML (from HyperText Mark-up Language) and XML (Extensible Markup Language) are described also. HTML is a publishing language used by the World Wide Web. The newest version of publishing languages is XML.

2.1 Description of  metadata

The International Federation of Library Associations and Institutions gives the following description of metadata:

"Metadata is data about data. The term is used to refer to any data that is used to aid the identification, description and location of networked electronic resources. Many different metadata formats exist, some quite simple in their description, others quite complex and rich." (IFLA, 2000)

According to other definition: metadata is machine understandable information about web resources or other things. (Berners-Lee, T. 1997)

Information of metadata consists of a set of elements and attributes, which are needed in description of a document. For instance, the library card indexing is a metadata method. It includes descriptive information like creator, title, the year of publication etc. of a book or other document existing in library. (Stenvall and Hakala 1998)

Metadata can be used in documents in two ways:

1.
the elements of metadata are situated in separated record, for instance in library card index

2.
the elements of metadata are embedded in the document.

(Stenvall and Hakala 1998)

2.2 Dublin Core element set

In March 1995 OCLC/NCSA Metadata Workshop agreed a core list of metadata elements called Dublin Metadata Core Element Set. Dublin Core is shortening for it. Dublin Core provides a standard format (Internet standard RFC2413) for metadata and ensures interoperability for the eLib metadata. The eLib metadata uses the 15 appropriate Dublin Core attributes. (Gardner 1999)

The purpose of Dublin Core metadata element set is to facilitate discovery of electronic resources. It was originally conceived for author-generated description of Web resources but it has also attracted the attention of formal resource description communities such as museums, libraries, government agencies, and commercial organizations. (DCMI 2000)

Dublin Core is trying to catch several characteristics analyzed below:

Simplicity

- it is meant to be usable for all users, to non-catalogers as well as resource description specialists.

Semantic Interoperability

- the possibility of semantic interoperability across disciplines increases by promoting a commonly understanding set of descriptors that helps to unify other data content standards.

International Consensus

- it is critical to the development of effective discovery infrastructure to recognize the international scope of resource discovery on the Web.

Extensibility

- it provides an economical alternative to more elaborate description models.

Metadata modularity on the Web

- the diversity of metadata needs on the Web requires an infrastructure that supports the coexistence of complementary, independently maintained metadata packages. (DCMI2 2000)

Each Dublin Core element is optional and repeatable. Most of the elements have also specifiers, which make the meaning of the element more accurate. (Stenvall and Hakala 1998)

The elements are given descriptive names. The intention of descriptive names is to make it easier to user to understand the semantic meaning of the element. To promote global interoperability, the element descriptions are associated with a controlled vocabulary for the respective element values. (DCMI1 2000)
Element Descriptions

1. Title

Label: Title

The name given to the resource usually by the creator or publisher. 

2. Author or Creator
Label: Creator

The person or organization primarily responsible for creating the intellectual content of the resource. 

3. Subject and Keywords
Label: Subject

The topic of the resource. Typically, subject will be expressed as keywords or phrases that describe the subject or content of the resource. 

4. Description
Label: Description

A textual description of the content of the resource.

 5. Publisher
Label: Publisher

The entity responsible for making the resource available in its present form, like a publishing house, a university department, or a corporate entity. 

6. Other Contributor
Label: Contributor

A person or organization that has made significant intellectual contributions to the resource but was not specified in a Creator element.

 7. Date
Label: Date

The date the resource have done or been available. 

8. Resource Type
Label: Type

The category in which the resource belongs, such as home page, novel, poem, working paper, technical report, essay, dictionary.

 9. Format
Label: Format

The data format used to identify the software and sometimes also the hardware that is needed to display or operate the resource. Dimensions, size, duration e.g. are optional and can be also performed in here.

 10. Resource Identifier
Label: Identifier

To identify the resource is used a string or a number. Identifier can be for example URLs (Uniform Resource Locator), URNs and ISBNs (International Standard Book Number).

11. Source
Label: Source

This contains information about a second resource from which the present resource is derived if it is considered important for discovery of the present resource.

 12. Language
Label: Language

The language used in the content of the resource. 

13. Relation
Label: Relation

The second resource’s identifier and its relationship to the present resource. This element is used to express linkages among related resources.

 14. Coverage
Label: Coverage

The spatial and/or temporal characteristics of the intellectual content of the resource. Spatial coverage refers to a physical region. Temporal coverage refers to the content of the resource.

15. Rights Management
Label: Rights

An identifier that links to a rights management statement, or an identifier that links to a service providing information about rights management for the resource. (Weibel et al. 1998)

2.3 HTML (HyperText Mark-up Language)

HTML (HyperText Mark-up Language) was originally developed by Tim Berners-Lee while he was working at CERN. NCSA developed the Mosaic browser, which popularized HTML. During the 1990s it has blossomed with the explosive growth of the Web. Since those days, HTML has been extended in a number of ways. (Raggett 1999)

A universally understood language is needed to publish information for global distribution. It should be a language that all computers may potentially understand. HTML is a publishing language used by the World Wide Web. (Raggett 1999)

Below are listed properties of HTML:

-
Online documents can include headings, text, tables, lists, photos, etc. 

-
Online information can be retrieved via hypertext links just by clicking a button. 

-
Forms for conducting transactions with remote services can be designed like for use in searching for information, making reservations, ordering products, etc. 

-
Spreadsheets, video clips, sound clips, and other applications can be included directly in documents. (Raggett 1999)

HTML is a non-proprietary format based upon SGML (Standard General Markup Language). It can be created and processed by a wide range of tools, from simple plain text editors to more sophisticated tools. To structure text into headings, paragraphs, lists, hypertext links etc., HTML uses tags such as <h1> and </h1>. (Raggett et al. 2000)

2.4 XML (Extensible Markup Language)

The Extensible Markup Language (XML) is a subset of SGML. (Bray et al. 1998). XML is a method developed for putting structured data in a text file. It allows you to define your own mark-up formats. XML is a set of rules for designing text formats for data, in a way that produces files that are easy to generate and read especially by a computer. That produced data is often stored on disk in binary format or text format. Text format allows you, when needed, to look at the data without the program that produced it. (Bos 2000)

The rules for XML files are much stricter than for HTML. It means that a forgotten tag or an attribute without quotes makes the file unusable, while in HTML such practice is at least tolerated. According to XML specification applications are not allowed to try to show a broken XML file. If the file is broken, an application has to stop and issue an error. (Bos 2000)

The design goals for XML have been diverse. To be usable over the Internet, to support a wide variety of applications and to be compatible with SGML can be regarded as most important design goals. Also to be easy to write programs which process XML documents and to minimize the number of optional features in XML have been some of the design goals for XML.  Other goals have been that XML documents should be legible and reasonably clear, the preparation of XML design should be quick and the design of XML shall be formal. XML documents shall also be easy to create.  (Bray et al. 1998)

In each XML document is a logical and a physical structure. Physically, the document is composed of entities, which can also called objects. A document begins in a "root" by declaration of the XML-version like: <?xml version=”1.0”?>. Logically, the document is composed among other things of declarations, elements, comments, character references, and other possible things indicated in the document by explicit markup. The logical and physical structures must nest properly. (Bray et al. 1998)

XML document is composed of different entities. There can be one or more logical elements in each entity. Each of these elements can have certain attributes (properties) that describe the way in which it is to be processed. The relationships between the entities, elements and attributes are described in a formal syntax of XML. This formal syntax can be used to tell the computer how to recognize to different component parts of a document. (Bryan 1998)

XML uses tags and attributes, like HTML, but doesn’t specify the meaning of each tag & attribute. XML uses the tags to delimit the structure of the data, and leaves the interpretation of the data completely to the application that reads it. If you see "<p>" in an XML file, it doesn’t necessarily mean a paragraph. (Bos 2000) 

A typical example of XML code could be as follows:

<memo>from>Martin Bryan</from>

<date>5th November</date>

<subject>Cats and Dogs</subject>

<text>Please remember to keep all cats and dogs indoors tonight.

</text>

</memo>

Because the start and end of each logical element of the file has been clearly identified by entry of a start-tag (e.g. <to>) and an end-tag (e.g. </to> is the form of the file ideal for a computer to follow and to process. The start and end of each logical element of the file has been clearly identified by entry of a start-tag (e.g. <to>) and an end-tag (e.g. </to>). (Bryan 1998)

Nothing is said about the format of the final document in the code. That makes it possible to users for example to print the text onto a pre-printed form, or to generate a completely new form where each element of the document has put in new order. (Bryan 1998)

To define tag sets of their own, users must create a Document Type Definition (DTD). DTD identifies the relationships between the various elements that form their documents. The XML DTD of previous example of XML code might be according to Bryan (1998) like above:

<!DOCTYPE memo [

<!ELEMENT memo    (to, from, date, subject?, para+) >

<!ELEMENT para    (#PCDATA) >

<!ELEMENT to      (#PCDATA) >

<!ELEMENT from    (#PCDATA) >

<!ELEMENT date    (#PCDATA) >

<!ELEMENT subject (#PCDATA) >

]>

This DTD tells the computer that a memo consists of next header elements: <to>, <from> and <date>. Header element <subject> is optional, which must be followed by the contents of the memo. The contents of the memo defined in this simple example is made up of a number of paragraphs, at least one of which must be present (this is indicated by the + immediately after para). In this simplified example a paragraph has been defined as a leaf node that can contain parsed character data (#PCDATA), i.e. data that has been checked to ensure that it contains no unrecognized markup strings. In a similar way the <to>, <from>, <date> and <subject> elements have been declared to be leaf nodes in the document structure tree. (Bryan 1998)

XML-documents are classified in two categories: well-formed and valid. A well-formed document is done according to XML definition and syntax. Also detailed conditions have set to the attributes and entities in XML documents. (Walsh 1998)

In XML it is not possible to exclude specific elements from being contained within an element like in SGML. For example, the HTML 4 Strict DTD forbids the nesting of an 'a' element within another 'a' element to any descendant depth. It is not possible to spell out this kind of prohibitions in XML. Even though these prohibitions cannot be defined in the DTD, there are certain elements that should not be nested. A summary of such elements and the elements that should not be nested in them is found normative and is found in Appendix B in address: http://www.w3.org/TR/xhtml1/. (W3C HTML working group 2000)

A XML document is well-formed if it meets all the well-formedness constraints given in XML 1.0 specification. Also each of the parsed entities which is referenced directly or indirectly within the document should be well-formed. (Bray et al. 1998)

A XML document is valid if it has an associated document type declaration and if the document complies with the constraints expressed in it. The document type declaration should be before the first element in the document and contain or point to markup declarations that provide a grammar for a class of documents. This grammar is known as a document type definition, or DTD. The document type declaration can point to an external subset containing markup declarations, or can contain the markup declarations directly in an internal subset, or can do both. (Bray et al. 1998)

XML is defined by specifications described above: 

XML, the Extensible Markup Language 

Defines the syntax of XML.

XSL, the Extensible Stylesheet Language 

Expresses the stylesheets and consists of two parts:

1. a language for transforming XML documents.

2. an XML vocabulary for specifying formatting semantics. 

An XSL stylesheet specifies how transforming into a XML document that uses the formatting vocabulary shall be done. (Lilley and Quint 2000)

Xlink, the Extensible Linking Language 

Defines how to represent links between resources. In addition to simple links, XLL has mechanisms for links between multiple resources and links between read-only resources. (Connolly 2000)

The XML Linking Language (XLink) allows elements to be inserted into XML documents in order to create and describe links between resources. It uses XML syntax to create structures that can describe the simple unidirectional hyperlinks, as well as more sophisticated links. (Connolly 2000)

Xpointer, the Extensible Pointer Language
The XML Pointer Language (XPointer) is a language to be used as a fragment identifier for any URI-reference (Uniform Resource Identifier) that locates a resource of Internet media type text/xml or application/xml. (Connolly 2000)

XML is being used increasingly for data; for instance, W3C's metadata format RDF. (See chapter 2.4.2).

2.4.1 XHTML

XHTML 1.0 is W3C's recommendation for the latest version of HTML, succeeding earlier versions of HTML. XHTML 1.0 is a reformulation of HTML 4.01, and is meant to combine the strength of HTML 4 with the power of XML.

(Raggett et al. 2000).

XHTML 1.0 reformulates the three HTML 4 document types as an XML application, which makes it easier to process and easier to maintain. XHTML 1.0 have tags like in HTML 4 and is intended to be used as a language for content that is both XML-conforming but can also be interpreted by existing browsers, by following a few simple guidelines. (Raggett et al. 2000)

There are following benefits in XHTML for developers:

• XHTML documents are XML conforming and therefore readily viewed, edited, and validated with standard XML tools. 

• XHTML documents can be written to operate as well in existing HTML 4 conforming user agents, as in new, XHTML 1.0 conforming user agents. 

• XHTML documents can utilize applications (e.g. scripts and applets) that rely upon either the HTML Document Object Model or the XML Document Object Model. 

• As the XHTML family evolves, documents conforming to XHTML 1.0 will likely interoperate within and among various XHTML environments. (W3C HTML working group 2000)

Content developers can remain confident in their content’s backward and future compatibility in entering the XML word by migrating to XHTML, and in that way get all attendant benefits of XML. (W3C HTML working group 2000)

Some of the benefits of migrating to XHTML are described above: 

• In XML, it is quite easy to introduce new elements or additional element attributes for new ideas. The XHTML family is designed to accommodate these extensions through XHTML modules and techniques for developing new XHTML-conforming modules. These modules will permit the combination of existing and new feature sets when developing content and when designing new user agents. 

• Internet document viewing will be carried out on alternate platforms and therefore the XHTML family is designed with general user agent interoperability in mind. Through a new user agent and document profiling mechanism, servers, proxies, and user agents will be able to perform best effort content transformation. By XHTML it will be possible to develop a content that is usable by any XHTML-conforming user agent. (W3C HTML working group 2000)

Because the use of XHTML makes also other platforms than traditional desktops possible to use, will all of the XHTML elements not be required on all used platforms. This means, for example that a hand held device or a cell-phone may only support a subset of XHTML elements. (W3C HTML working group 2000)

A strictly conforming XHTML document must meet all of the following criteria:

1. It must validate against one of the three DTDs :

- DTD/xhtml1-strict.dtd

- DTD/xhtml1-transitional.dtd

- DTD/xhtml1-frameset.dtd.

2. The root element of the document must be <html>.

3. The root element of the document must use the xmlns attribute and the namespace for XHTML is defined to be http://www.w3.org/1999/xhtml.

4. There must be a DOCTYPE declaration in the document before the root element. The public identifier included in the DOCTYPE declaration must reference one of the three DTDs (mentioned in item number 1) using the respective formal public identifier. The system identifier may be changed to reflect local system conventions. (W3C HTML working group 2000)

Here is an example according to W3C HTML working group (2000) of a minimal XHTML document:

<?xml version="1.0" encoding="UTF-8"?>

<!DOCTYPE html 

PUBLIC "-//W3C//DTD XHTML 1.0 Strict//EN"

"DTD/xhtml1-strict.dtd">

<html xmlns="http://www.w3.org/1999/xhtml" xml:lang="en" lang="en">

<head>

<title>Virtual Library</title>

</head>

<body>

<p>Moved to <a href="http://vlib.org/">vlib.org</a>.</p>

</body>

</html>

XML declaration is included in example above and is not required in all XML documents. XML declarations are required when the character encoding of the document is other than the default UTF-8 or UTF-16. (W3C HTML working group 2000)

Because XHTML is an XML application, certain legal practices in SGML-based HTML 4 must be changed. According to XML and it’s well-formedness all elements must either have closing tags or be written in a special form (as descriped later), and all the elements must nest. XHTML documents must use lower case for all HTML element and attribute names, because in XML e.g. <li> and <LI> are different tags. (W3C HTML working group 2000)

Nested elements:
<p>here is an emphasized <em>paragraph</em>.</p>

In SGML-based HTML 4 certain elements were permitted to omit the end tag which is not permitted in XML-based XHTML. All elements other than those declared in the DTD as EMPTY must have an end tag. Empty elements must either have an end tag or the start tag must end with />. For instance, <br/> or <hr></hr>. (W3C HTML working group 2000)

Terminated elements:
<p>here is a paragraph.</p><p>here is another paragraph.</p>

Terminated empty tags:
<br/><hr/>

Attribute-value pairs must be written in full, because XML does not support attribute minimization. Attribute names such as compact and checked can occur in elements only when their values are specified. All attribute values must be quoted, even those which appear to be numeric. (W3C HTML working group 2000)

Unminimized attributes:
<dl compact="compact">

Quoted attribute values:
<table rows="3">

In XHTML, the script and style elements are declared as having #PCDATA content. As a result, < and & will be treated as the start of markup, and entities such as &lt; and &amp; will be recognized as entity references by the XML processor to < and & respectively. Wrapping the content of the script or style element within a CDATA marked section avoids the expansion of these entities.

<script>

 

<![CDATA[

 

... unescaped script content ...

 

]]>

 

</script>

CDATA sections are recognized by the XML processor and appear as nodes in the Document Object Model (DOM). (W3C HTML working group 2000)
HTML 4 defined the name attribute for the elements a, applet, form, frame, iframe, img, and map. HTML 4 also introduced the id attribute. Name as well as id is attributes designed to be used as fragment identifiers. (W3C HTML working group 2000)

In XML, fragment identifiers are of type ID, and there can only a single attribute of type ID is permitted per element. Therefore, in XHTML 1.0 the id attribute is defined to be of type ID. XHTML 1.0 documents must use the id attribute when defining fragment identifiers to ensure the well-structureless of XML. To ensure maximum forward and backward compatibility both of these attributes, name and id is recommended to use (e.g., <a id="foo" name="foo">...</a>). (W3C HTML working group 2000)

The name attribute is formally deprecated, in XHTML 1.0. It will be removed in a later version of XHTML. (W3C HTML working group 2000)

XHTML 1.0 provides the basis for a family of document types that will extend  and make subsets in XHTML, to support a wide range of new devices and applications. This is possible by defining modules and specifying a mechanism for combining these modules. This mechanism will enable the extension and sub-setting of XHTML in a uniform way through the definition of new modules. (W3C HTML working group 2000)

Modularization breaks XHTML up into a series of smaller element sets. These elements can then be recombined and in that way to be usable to the needs of different communities. (W3C HTML working group 2000)

Modularization brings with it several advantages:

•  a formal mechanism for sub-setting XHTML.

•  a formal mechanism for extending XHTML.

•  a transformation between document types is simpler.

•  the reuse of modules in new document types.

(W3C HTML working group 2000)

The syntax and semantics of a set of documents is specified in a document profile. The document profile specifies the facilities required to process different types of documents, for example which image formats can be used, levels of scripting, style sheet support, and so on. Conformance to a document profile is a basis for interoperability. (W3C HTML working group 2000)

This enables product designers to define their own standard profiles. For different clients there is no need to write several different versions of documents. Also for special groups such as chemists, medical doctors, or mathematicians this allows a special profile to be built using standard HTML elements and a group of elements dedicated especially to the specialist's needs. (W3C HTML working group 2000)

2.4.2 RDF (Resource Description Framework)

The World Wide Web Consortium (W3C) has begun to implement an architecture for metadata for the Web. The Resource Description Framework (RDF) is designed with an eye to many diverse metadata needs of vendors and information providers. (DCMI 2000)

RDF is meant to support the interoperability of metadata. It allows any kind of Web resources, in other words, any object with a Uniform Resource Identifier (URI) as its address, to be made available in machine understandable form. (Iannella 1999)

RDF is about metadata for any object that can be found on the Web. It is a means for developing tools and applications using a common syntax for describing Web resources. Year 1997 W3C recognized the need of a language, which will eliminate the problems of content ratings, intellectual property rights and digital signatures while allowing all kinds of Web resources to be visible and be discovered in the Web. A working group within the W3C has drawn up a data model and syntax for RDF. (Heery 1998)

 RDF is designed specifically with the Web in mind, so it takes into account the features of Web resources. It is a syntax based on a data model, which influences the way properties are described. The structure of descriptions is explicit and means that RDF has a good fit for describing Web resources. From another direction, it might cause problems within environments where there is a need to re-use or interoperate with 'legacy metadata' which may well contain logical inconsistencies. (An extreme example might be the MARC format, the design of which was influenced originally by the needs of tape storage.) (Heery 1998)

3 Different methods of classification

The aim of this chapter is to explain different web classification methods in general. First is explained classification methods used in virtual-libraries like DDC (Dewey Decimal Classification), UDC (Universal Decimal Classification), LCC (Library of Congress Classification) and other methods. Then comes explanations of mathematical methods like soft computing systems: SOM / WEBSOM, MLP and fuzzy systems. The last method explained in this chapter is a statistical method called nearest neighbor-method.

3.1 Description of classification

There are several different types of classification systems around, varying in scope, methodology and other characteristics. (Brümmer et al. 1997)

Below are some customs listed about classification systems:

-
by subject coverage: general or subject specific 

-
by language: multilingual or individual language 

-
by geography: global or national 

-
by creating/supporting body: representative of a long-term committed           body or a homegrown system developed by a couple of individuals 

-
by user environment: libraries with container publications or documentation services carrying small focused documents (e.g. abstract and index databases) 

-
by structure: enumerative or faceted 

-
by methodology: a priori construction according to a general structure of knowledge and scientific disciplines or using existing classified documents. (Brümmer et al. 1997)

The types mentioned above shows what types of classification scheme are theoretically possible. In reality, the most frequently used types of classification schemes are:

a) Universal; 

b) National general; 

c) Subject specific schemes, most often international; 

d) Home-grown systems; 

d) Local adaptations of all types. (Brümmer et al. 1997)

Under 'universal' schemes is included schemes which are global geographically and multilingual in scope and aim to include all possible subjects.

(Brümmer et al. 1997)

3.2 Demands for classification

Subsequently is introduced some advantages for classified Web-knowledge:

-
Able to be browsed easily.

-
Searches can be broadening and narrowing.

-
Gives a context to the used search terms.

-
Potential to permit multilingual access to a collection.

-
Classified lists can be divided into smaller parts if required.

-
The use of an agreed classification scheme could enable improved browsing and subject searching across databases. 

-
An established classification system is not usually in danger of obsolescence.

-
They have the potential to be well known, because of regular users of libraries is familiar with at least some traditional library scheme.

-
Many classification schemes are available in machine-readable form. (Brümmer et al. 1997)

3.3 Classification used in libraries

The most widely used classification schemes in universal are Dewey Decimal Classification (DDC), the Universal Decimal Classification (UDC) and the classification scheme devised by the Library of Congress (LCC). Classification schemes mentioned above were developed for the use of libraries since the late nineteenth century. (Brümmer et al. 1997)

3.3.1 DDC (Dewey Decimal Classification)

The DCC (Dewey Decimal Classification System) was originally being produced in 1876 for a small North American College library by Melvil Dewey. DDC is distributed in Machine-Readable Cataloguing (MARC) records produced by the Library of Congress (LC) and some bibliographic utilities.

(Brümmer2 et al. 1997)

3.3.2 UDC ( Universal Decimal Classification)

The UDC (Universal Decimal Classification) was developed directly from the DDC, the Dewey Decimal Classification by two Belgians, Paul Otlet and Henri LaFontaine in 1895. Their task was to create a bibliography of everything that had appeared in print. (McIlwaine 1998)

The UDC is more flexible than the DDC, and lacks uniformity across libraries that use it. It's not used much in North America but it's used in special libraries, in mathematics libraries, and in science and technology libraries in other English-speaking parts of the world. It is also used extensively in Eastern Europe, South America and Spain. The French National Bibliography basis is from the UDC and it's still used for the National Bibliography in French-speaking Africa. It is also required in all science and technology libraries in Russia. (McIlwaine 1998)

3.3.3 LCC (Library of Congress Classification)

The LCC (Library of Congress Classification System) is one of the world's most widely spread classification schemes. Two Congress Librarians, Dr. Herbert Putnam and his Chief Cataloguer Charles Martel decided to start a new classification system for the collections of the Library of Congress in 1899. Basic features were taken from Charles Ammi Cutter's Expansive Classification. (UKOLN Metadata Group 1997)

Putnam built LCC as an enumerative system which has 21 major classes, each class being given an arbitrary capital letter between A-Z, with 5 exceptions: I, O, W, X, Y. After this Putnam delegated the further development to specialists, cataloguers and classifiers. The system was and still is decentralized. The different classes and subclasses were published for the first time between 1899-1940. This has lead to the fact that schedules often differ very much in number and the kinds of revisions accomplished. (UKOLN Metadata Group 1997)

3.3.4 National general schemes

Most of the advantages and disadvantages of universal classification schemes apply also to national general schemes. National general schemes have also additional characteristics that make them perhaps not the best choice for an Internet service. An Internet service claims to be relevant for a wider user group than one limited to certain national boundaries. (Brümmer et al. 1997)

3.3.5 Subject specific schemes

Many special subject specific schemes have been devised for a particular user-group. Typically they have been developed for use with indexing and abstracting services, special collections or important journals and bibliographies in a scientific discipline. They do have the potential to provide a structure and terminology much closer to the discipline and can be brought up to date easily, compared to universal schemes. (Brümmer et al. 1997)

3.3.6 Home-grown schemes

Some Web sites like Yahoo! have tried to organize knowledge on the Internet by devising the classification schemes of their own. Yahoo! lists Web sites using it's own universal classification scheme which contains 14 main categories. (Brümmer et al. 1997)

3.4 Neural network methods and fuzzy systems

Neural computing is a branch of computing whose origins date back to the early 1940s. Conventional computing has overshadowed the neural computing, but advances in computer hardware technology and the discovery of new techniques and developments has led it to new popularity in the late 1980s. (Department of Trade and Industry 1993, p. 2.1)

Neural networks have following characteristics. They can:

- learn from experience

- generalize from examples

- abstract essential information from noisy data. (Department of Trade and Industry 1994, p. 13)

Neural networks can provide good results in short time scale for certain types of problem in short time scales. This is possible only when a great deal of care is taken over neural network design and input data pre-processing design. (Department of Trade and Industry 1994, p. 13)

Among other things there are many attributes to be used as benefits in applications of neural computing systems. Some of the attributes are listed below:

• learning from experience: neural networks are suited to problems provided a large amount of data from which a response can be learnt and whose solution is complex and difficult to specify.

• generalizing from examples: ability to interpolate from previous learning is an important attribute for any self-learning system. Designing carefully is in key position to achieve high levels of generalization and give the correct response to data that it has not previously encountered.

• extracting essential information from noisy data: because neural networks are essentially statistical systems, they can recognize patterns underlying process noise and be able to extract information from a large number of examples.

• developing solutions faster, and with less reliance on domain expertise: neural networks learn by example, and as long as examples are available and an appropriate design is adopted, effective solutions can be constructed quicker than by using traditional approaches. 

 • adaptability: the nature of neural networks allows them to learn continuously  from new, before unused data, and solutions can be designed to adapt to their operating environment.

 • computational efficiency: training a neural network demands a lot of computer power, but the computational requirements of a fully trained neural network when it is used in recall mode can be modest.

• non-linearity: neural networks are large non-linear processors whereas many other processing techniques are based on assumptions about linearity, which limit their application to real world problems. (Department of Trade and Industry 1994, pp. 13-14)

Key elements: neuron and network

Neural Computing consists of two key elements: the neuron and the network. Neurons are also called units. These units are connected together into a neural network. (Department of Trade and Industry 1993, p. 2.1) Conceptually, units operate in parallel. (Department of Trade and Industry 1994, p. 15) 
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Figure 1. The structure and function of a neuron (Department of Trade and Industry 1993, p. 2.2)

Each neuron within the network takes one or more inputs and produces an output. At each neuron every input has a weight, which modifies the strength of each input connected to that neuron. The neuron adds together all the inputs and calculates an output to be passed on. The structure and function of a neuron is illustrated in figure 1. (Department of Trade and Industry 1993, p. 2.1)

In neural network can be tens to thousands of neurons. Network topology is the way in which the neurons are organized. In figure 2 is shown a network topology which can also called neural network architecture. Neural network architecture consists of layers of neurons. The output of each neuron is connected to all in the next layer. Data flows into the network through the input layer, passes through one or more intermediate hidden layers, and finally flows out of the network through the output layer. The outputs of hidden layers are internal to the network and therefore called hidden. (Department of Trade and Industry 1993, p. 2.2) 

There are many kinds of network topologies and figure 2 shows just one kind of them. In some networks backward as well as forward connections are possible. Some networks allows connections between layers but connections between neurons in the same layer are impossible and in some networks a neuron can even be connected back to itself. In principle, there can be any number of neurons connected together in any number of layers. (Department of Trade and Industry 1993, p. 2.3)
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Figure 2. A neural network architecture (Department of Trade and Industry 1993, p. 2.3, Department of Trade and Industry 1994, p.17)

Neural network weights

The neural network can implement any transformation between its inputs and outputs by varying the weights associated with each input. These weights need to be computed for each particular application. It is not usually possible to compute the weights directly and the process that is needed for getting the right weights is called "neural network training”. “Neural network training” is repetitive and often time-consuming process. (Department of Trade and Industry 1994, s. 15)

Each example is presented to the network during the training process and the values of the "weights" are adjusted to bring the output of the whole network closer to that desired. The training phase will end when the network provides sufficiently accurate answers to all the training problems. (Department of Trade and Industry 1993, p. 2.2)

Activation function

Known as a "soft limiting" function, the non-linear "activation function" is the preferred form for most types of neural network. (Figure 3). The non-linearity is critical to the flexibility of the neural network and without this non-linearity, the neural network is limited to implementing simple linear functions like addition and multiplication, between neural network inputs and outputs. With the non-linear unit, the neural network can implement more complex transformations, solve a wide range of problems. (Department of Trade and Industry 1994, p. 15)

Some neural network designs employ a linear "hard limiting" function, which are simpler to compute but may result in difficulties in training the neural network. (Department of Trade and Industry 1994, p. 15)
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Figure 3. The computation involved in an example neural network unit. (Department of Trade and Industry 1994, p. 15)

Training a neural network

Neural computing does not require an explicit description of how the problem is to be solved. Neural networks develop their own solutions to problems, which means that neural networks are trained rather than programmed. (Department of Trade and Industry 1994, p. 16) Neural network is adapting itself during a training period, based on examples of similar problems often with a desired solution to each problem. After sufficient training the neural network is able to relate the problem data to the solutions and it is then able to offer a viable solution to a brand new problem. (Department of Trade and Industry 1994, p. 2.1)

A single neuron has a very limited capability as a device for solving problems but when several neurons are connected together and form a large network it is possible for the network to be trained to offer a meaningful solution. (Department of Trade and Industry 1994, p. 2.3)

There are many techniques called training algorithms for training a neural network but in general there are two ways to train a neural network with two basic classes of training algorithms. One is called "supervised training" and the other is "unsupervised training". In supervised training, the neural network adjusts its weights so that its outputs are as near as possible to the given target outputs. MLP is a supervised method. In unsupervised learning the target has not been given to the neural network. Instead of it the network learns to recognize any patterns inherent in the data. SOM is an unsupervised method. (Department of Trade and Industry 1994, p. 16)

After being trained, the neural network weights are fixed and the network can be used to predict the solution for some new, previously unseen data. It is also possible to provide a neural network with the ability to continue the training process while it is in use, which means that it is able to adapt itself to the incoming data. Neural networks have this powerful feature that can provide significant advantages over conventional computing systems. (Department of Trade and Industry 1994, p. 17)

Pre- and post-processing

Before the inputs (signals or data) are suitable for the neural network they must convert to the numerical values. This is called pre-processing. These numerical values range from 0 to 1 or -1 to +1, depending upon the type of neural network used. (Department of Trade and Industry 1994, p. 84) In a similar way to convert the neural network outputs from the numeric representation used inside a neural network into a suitable form is called post-processing. (Department of Trade and Industry 1994, p. 17) 

Generalization

A trained neural network application is able to generalize on account of given examples and to give accurate answers on data that it has not seen as part of the training process. Any neural network can be made to give accurate answers on the data used for training by making it large enough. Under some circumstances, neural networks can become over-fitted and thus it will produce good results with the training input data, but perform badly with data it has not seen before. Such a neural network is said to give poor generalization. The careful choice of neural network size and the amount of training applied to the neural network are resulting in good generalization. (Department of Trade and Industry 1994, p. 18)

Performance

The performance of a neural network is its accuracy with data it has not been trained. It must not be confused with its speed of operation. A neural network that generalizes well will give good performance. (Department of Trade and Industry 1994, p. 19)

The training process makes a neural computer so different from a conventional computer. The conventional computer has to be explicitly programmed, but the neural computer is trained to solve the problem and to take responsibility for its own internal solutions by setting the right weights. (Department of Trade and Industry 1993, p. 2.5)

The nature of the application and factors like the availability of training data, are the main criteria for the suitability of neural computing for a certain application. (Department of Trade and Industry 1994, p. 14) 

3.4.1 SOM / WEBSOM

Some neural networks can learn to cluster data into groups, which seems to have similar statistical properties. These are trained by unsupervised learning schemes. The training set for unsupervised learning comprises only inputs without target outputs. The training algorithm for this type of neural network is used to adjust the input weights so that similar inputs will lead to the same output. (Department of Trade and Industry 1994, p. 20)

Academy Professor Teuvo Kohonen has created and developed a data processing method called SOM (Self-Organizing Map) which is based on neural computing and is for the automatic organization and visualization of complex data sets. Over 3000 studies concerning SOM have been published so far and the method has spread throughout the world. It has been applied in many different fields, for instance in automatic speech recognition, image analysis, robotics, modeling of industrial processes, telecommunications applications, medical diagnoses and financial analyses. (Websom-ryhmä 1999)

The Self-Organizing Map uses unsupervised learning and it is therefore applicable to different types of problem. It is useful in applications where is important to analyze a large number of examples and identify groups with similar features. (Browne NCTT 1998) 

SOM neural networks are particularly effective in applications where there is a severe imbalance in the number of examples from the different groups that need to be identified. In different fault identification, risk analysis or threat classification applications, where may be many examples of non-fault situations but only few examples of faults, SOM networks could be useful. By trained only on examples of the normal situations, it can provide a warning of an unequal situation, where the output do not match well to any of the clusters developed during the training process because of  the "incorrect" inputs. (Browne NCTT 1998) 

The self-organizing map consists of points, each containing a model describing data items. A data item can consist, for example of information on an individual or a country, or of numerical values describing an individual word or document. The models are arranged so that those close to each other on the map represent mutually similar data items. Each data item is situated at a point where the model best corresponds to that item. (Browne NCTT 1998) 

A SOM network architecture is illustrated in the figure 4. There is a map of continuous surface where the edges wrap round to join up at the opposite side. A SOM network can be designed to create a feature map with more than two dimensions, if required by the particular problem. (Browne NCTT 1998) 
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Figure 4. The architecture of SOM network. (Browne NCTT 1998) 

WEBSOM is a neural network (SOM) software product for semantic full-text document www-text mining, which means classification, clustering and visualization of multidimensional text data. It automatically organizes documents into 2-dimensional grid so that related documents appear close to each other. It is an application for organizing miscellaneous text documents into meaningful maps for exploration and search. (Tuuli 1998)

3.4.2 MLP (Multi-Layer Perceptron Network)

The MLP network (Multi-Layer Perceptron Network) is a neural network architecture which comprises a number of identical units organized in layers, with those on one layer connected to those on the next layer so that the outputs of one layer are fed-forward as inputs to the next layer. MLP neural networks are typically trained using a supervised training algorithm known as back propagation. (Browne NCTT 1998) 

Back propagation training algorithm is particularly popular because:

- it is quite easy to develop neural networks using this method

- it supports a wide range of applications, especially classification and prediction

- most neural network development tools support this algorithm or some of its variations. (Department of Trade and Industry 1993, p. 2.3)

In supervised training, the neural network is presented with a "training set". Each training case comprises an example of the inputs together with the target output. Example of the inputs represents the problem case and the target output represents the known solution. (Department of Trade and Industry 1994, p. 20)

At the time of training, the inputs move over the network and lead to outputs, which are compared with the target output. The weights are adjusted on the neural network's internal connections according to the difference between the input and target sets. By the same token next time a similar training case is presented to the neural network, its actual output will be closer to the target output. The "cost function” measures the difference between a neural network's outputs and the desired outputs. It provides a quantitative measure of the difference between the actual output and the target output. The training continues until the neural network has learnt to produce the required response to within a certain level of tolerance. (Department of Trade and Industry 1994, p. 20)

The "cost function", which is also called the "error function" is an important component to supervised training process. As already mentioned before, it measures the difference between a neural network's outputs and the desired outputs. It can be applied in three ways:

(
During the training process it can be computed for each training case in the training data, and then used to adjust the neural network weights. 

(
It can be computed for the complete set of training data (by summing the contributions for individual training cases) and used to determine whether training may stop. 

(
It can be used with the test data as a measure of the acceptability of the results given by the trained network when presented with previously unseen input data. (Department of Trade and Industry 1994, pp. 20-21)

An outline of the back propagation training method is as follows (Figure 5.):

1.
A set of examples for training the network is gathered. The input into the network consists of a problem statement and the desired output from the network the corresponding solution.

2.
The input layer is used for feeding the input data into the network.

3.
The input data is processed through the network, layer by layer, until a result is generated by the output layer. (As shown in figure 5).

4.
The actual output of the network is compared to expected output for that particular input. This results in an error value, which represents the discrepancy between given input and expected output. On the basis of this error value all of the connection weights in the network are gradually adjusted, working backwards from the output layer, through the hidden layer, and to the input layer, until the correct output is produced. This is the way to teach the network how to produce the correct output for a particular input, the network learns. (Department of Trade and Industry 1993, p. 2.3)

Steps 2 to 4 above are repeated, potentially involving many thousands of examples. As the training process proceeds, the connections, which lead to the correct answers, are strengthened, and the incorrect connections are weakened. (Department of Trade and Industry 1993, p. 2.3)
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Figure 5. The training Process (Department of Trade and Industry 1993, p. 2.1)”

The correct output for every input case produced by the network brings the training process to an end. The network's weights will remain in their trained states and the network is then ready for use. When new input data are presented to the network, the network will determine the output on the basis of its training. The network isn’t able to give you an absolutely correct answer but it can be a quite optimum or even the best answer. (Department of Trade and Industry 1993, p. 2.4)

3.4.3 Fuzzy clustering

The creator of the theory of fuzzy systems is professor Lofti Zadeh, who has worked since 1959 in University of California (Berkeley) in United States. In 1960's and 1970's he introduced fuzzy set theory and fuzzy logic basis. (Isomursu et al. 1995, p. 3)

In fuzzy logic natural words are used like for example: cold, warm, hot, small, average, large. Those terms are not precise and that’s why they cannot be represented in normal set theory, while fuzzy sets allow members to be partial members as well as full members of the set. (Anonymous 2000)

Theory of fuzzy systems is based on fuzzy set theory. When in conventional set theory objects either belong or not belong to a set in fuzzy set theory an object can belong to some set also only partly. This means for instance that a grey object belongs partly as well in black objects as in white objects. (Isomursu et al 1995, p. 8). According to fuzzy set theory an element can belong to different classes at the same time with different grades of membership. (Aminzadeh and Jamshidi 1994, p. 32)

Fuzzy Logic is used in the controlling of subway systems and complex industrial processes, as well as in household and entertainment electronics, diagnosis systems and other expert systems. (Tizhoosh 2000)

Fuzzy Logic is basically a multivalued logic. It allows intermediate values to be defined between evaluations like yes and no, true and false, black and white, etc. According to fuzzy logic it is possible to formulate notions like rather warm or pretty cold mathematically and thus processed by computers. This is the way fuzzy logic makes it possible to program the computers more human-like way. (Tizhoosh 2000)

The very basic notion of fuzzy systems is a fuzzy subset, what we call crisp sets. 

Here is an example:

We appoint a set X of all real numbers between 0 and 10. It is the universe of discourse. Then we define a subset A of X of all real numbers between 5 and 8.

X = [0, 10], A = [5,8]

After that we show the set A by its characteristic function. This function assigns a number 1 or 0 to each element in X, depending on whether the element is in the subset A or not. The result can be seen in figure 6. (Tizhoosh 2000)
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Figure 6. A characteristic function of the set A. (Tizhoosh 2000)

The elements that have assigned with the number 1 include in the set A and the elements that have assigned the number 0 don’t include in the set A.  Sometimes this concept is sufficient, but often we find that it lacks of flexibility that is necessary in many kinds of applications. (Tizhoosh 2000)

In next example is shown one kind of problem and the set of young people is described in fuzzy way. We define a subset B to be a set of young people. The lower range of the set is at 0 and the upper range is at 20. Crisp interval of B is between 0 and 20.

B = {set of young people} ( B = [0,20]

The question is: why is somebody on his 20th birthday young and on the next day not young? To increase the upper bound doesn’t give a solution to the question. To broaden the strict limits between young and not young is a natural way to describe whether someone is young or not young. This can be done by using more flexible phrases like: he belongs a little bit more to the set of young people or he belongs nearly not to the set of young people. (Tizhoosh 2000)

Before we coded all the elements of the universe of discourse with 0 or 1. Now we allow all values between 0 and 1. This will make computers process smarter. 

I = [0,1]

The interpretation of the numbers is now different than before. The number 1 still means that the element is in the set B and 0 means that the element is not in the set B. All other values mean a gradual membership to the set B. (Figure 7). (Tizhoosh 2000)
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Figure 7. A characterizing membership function of young people’s fuzzy set. (Tizhoosh 2000)

PRIVATE

Like performed before a 25 years old would still be young to a degree of 50 percent. A 30 years old isn’t young at all and 20 years old is totally young. This is in question of a fuzzy set. (Tizhoosh 2000)

3.5 Other methods

3.5.1 Nearest neighbor

The nearest neighbor (NN) classifier is one of the oldest and simplest methods for performing general, nonparametric classification. It can be represented by the following rule: to classify an unknown pattern, choose the class of the nearest example in the training set as measured by a distance metric. A common extension is to choose the most common class in the k nearest neighbors (kNN). (Bay 1998)

Despite its simplicity, the NN classifier has many advantages over other methods. For example, it can learn from a small set of examples, can incrementally add new information at runtime, and often gives competitive performance with more modern methods such as decision trees or neural networks. (Bay 1998)

4 Different methods of indexing

4.1 Description of indexing

Indexing is the process of developing a document representation by assigning content descriptors or terms to the document. These terms are used in assessing the relevance of a document to a user query and directly contribute to the retrieval effectiveness of an IR (information retrieval) system. There are two types of terms: objective and non-objective. In general there is no disagreement about how to assign objective terms in the document. Objective terms are applying integrally to the document. Author name, document URL, and date of publication are examples of objective terms. In contrast, there is no agreement about the choice or the degree of applicability of non-objective terms to the document. These are intended to relate to the information content that is manifested in the document. (Gudivara et al. 1997)

4.2 Demands for indexing

Indexing can be carried out either manually or automatically. Trained indexers or human experts in the subject area of the document perform manual indexing. Manual indexing is made by using a controlled available vocabulary in the form of terminology lists. Also the indexers and experts follow the instructions for the use of the terms. Because of the size of the Web and the diversity of subject material present in Web documents, manual indexing is not practical. Automatic indexing relies on a less tightly controlled vocabulary and entails many more aspects in representing of a document than is possible under manual indexing. This helps to retrieve a document to a great diversity of user queries. (Gudivara et al. 1997) 

4.3 Full-text indexing

Full-text indexing means that every keyword from a textual document appears in the index. (Patterson 1997)

4.4 Inverted indexing

Indexing consisting of an index of all terms of reference that occur in all documents is called inverted indexing. (Patterson 1997)

4.5 Semantic indexing

Semantic indexing is based on the characteristics of different file types and this information is used in indexing. (Patterson 1997)

4.6 Latent semantic indexing

The latent semantic structure analysis needs more than a keyword alone for indexing. It starts with a matrix of terms by documents. In each document the frequency of each of the keywords must be stored. (Patterson 1997)

5 Existing applications for Internet classification and indexing

5.1 Classification-based applications

In this chapter the purpose is to introduce the existing applications about classification. Examples:

6 Selecting an appropriate classification method for the project

Here will be the introduction of the classification method, which will be used in the prototype. 

6.1 Criteria for selecting

6.2 Analyzing different methods

6.3 Selection of an appropriate method

7 Conclusions

8 Summary
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