Distributed systems
Distributed systems consist of computers that are connected together. There are applications that are distributed in a way that different nodes  (computers) in the system contain different software. These software blocks can offer services to each other and together they work as a complete  application. 

Management of distributed systems
Managing a distributed system is a complex task. The problems of managing a 'traditional' application will stay the same, but in addition there will be new troublesome problems. They will occur due to improper allocation of resources, device and network failures, and security aspects. There are also problems that arise from different technologies, architectures and platforms.

However, management of distributed systems is very important task. If it is wanted to done properly, efficient tools and methodologies have to be adopted. Management is done by monitoring system resources, both software and hardware. System performance has also to be controlled, and monitored values have to be interpreted. When systems become large and complex, these tasks also change more difficult to perform. Many critical systems, where management tasks are needed, are systems of this kind.

[On Distributed System Management], G. Goldszmidt. Columbia University, 

United States., Article, 11 pages, october 1993

SNMP (Simple Network Management Protocol)

Network management means monitoring, interpreting and foreseeing the performance of network. The purposes of network management are the following ones:

· Control of the most important resources so that they do pay back the investments.

· Store information about the current structure of the network, users, devices and protocols. When networks become more complex, the lack of information mentioned above can lead to inefficient functionality of network

· As time goes by, technology and performance are expected to be improving. By monitoring resources, bottlenecks and troublesome parts of network can be discovered and upgraded.

· The need of different resources can vary much depending on environment. Performance of network must be optimized and balanced to correspond actual requirements.

· The time system is down because of faults and repairing of them must be reduced to minimum. One of the network management tasks is to provide as high functionality as possible.

· -When functionality of system is optimized, the costs will be reduced. This encourages also to invest in network management.

Network management systems (NMSs) consist of network management application (NMA), which is the manager of system. There can be more NMAs than one. There also exist elements in network hosts, that monitor and store information about environment and their state. These elements are called Network management entities (NMEs). The stored information can be reached by management system. NMEs do have agents, that work for management applications and provide stored information to them.

History of SNMP

When TCP/IP was developed, network management was not thought too much. The beginning of ARPANET and TCP/IP was in 1969, but it was took until end of the 1970's, when some of the network management protocols were  created. Internet Control Message Protocol offered some efficient tools to use, but the demand for network management protocols arised in late 1980's, when size of Internet started to grow exponentially.

There were several promising protocols under development at the time. However, Internet Activity Board (IAB) encouraged to continue the development of Simple Network Management Protocol (SNMP) and CMIP (Common Management Information Protocol) over TCP/IP (CMOT). SNMP was the protocol, which was thought to be developed quickly as a short-term solution with some basic management tools and CMOT was considered as a long-term solution.

CMOT, which is based on CMIP is very comlex protocol and it seems that even CMIP will never become as popular protocol as SNMP. CMIP is more  versatile than SNMP, but that is also the reason, why it exploits resources about ten times more than SNMP. However, network management protocols are  thought to be light so that they do not waste bandwidth. Also this kind of system would need much more memory than SNMP-based network management application. CMIP is not easy to implement, because of its complicated  structure. It may be impossible to find system, which has suitable resources for CMIP. It is a bit unfortunate, because after all CMIP is superior, when compared to SNMP and the newer version SNMPv2.

The progress of SNMP was very fast. Practically every vendor provide the basic SNMP-tools in their routers, bridges, hubs and computers.

SNMP functionality

Simple Network Management Protocol (SNMP) is a collection of specifications, that concern  evaluating network management tasks. It is an application level protocol. 

Every SNMP-agent must implement Internet Protocol (IP) and User Datagram  Protocol (UDP) in addition to SNMP. Because SNMP uses UDP, network management services are neither connectionless nor reliable. Connections are not maintained and there exists no reporting for transmission failures. If there is management software, that do not implement SNMP, proxies must be used. This means that SNMP-agent acts as a proxy for devices, that are not SNMP-compatible. Proxy acts as a translator that converts SNMP-messages suitable for systems using other management protocol.

SNMP uses five different protocol data units (PDUs) to communicate. It has two message types for reading data. There are also two messages for setting data. One message is used for alarming about network events such as shut-downs and start-ups. Messages for reading and writing are called get- and set-messages. Alarm messages are called trap-messages

Users expect reliable and correct functionality of systems. When problems and faults occur, they want to get their services working properly as fast as possible.

Fault management can use SNMP-facilities to determine where the fault is, to repair or replace components, to isolate fault area from other network and to optimize system performance in a way that faults do not affect much on performance.

Management Information Base (MIB)

In order that SNMP protocol could work, there has to be information database containing data about network functionality, machine loads and other relevant issues in network management. Each node working under network management does have such database. It is called management information base (MIB). MIB is a structured set of objects, which can be monitored, when state of an element in a network is examined.

MIB has to be independent on equipment and used technologies so that SNMP can work properly. Also the objects stored in the MIBs in the different machines has to be same. 

Structure of information

Structure of management information (SMI) defines a way, which has to be used, when MIB is constructed. The purpose of SMI is to provide simplicity and to help extend MIBs later.Simplicity is provided by simple data types. There can be only scalars and arrays stored in MIB. Simple data types make implementation and interoperability easier. There exists also standardized techniques, which can be used to define structure of MIBs, defining objects and their syntax and encoding.

Each object stored in the MIB can be associated by object identifier. Defined objects have a treelike structure. Place of an object in a tree can be presented by integers and dots. For example table containing information about TCP connections can be defined as 1.3.6.1.2.1.6.13. Each number presents a child of a previous number and they are sequence numbers in a way, that they declare the order of child node. For example tcpConnTable node mentioned before is the 13th child of its parent node.

Information encoding

Information in MIBs is encoded by using basic encoding rules (BER). It is not efficient technique, but still it is widely used. BER is often equated with abstract syntax notation one ASN.1, which is used in MIB object definitions.

MIB-II

MIB definitions can be found in RFC-1155, but the enhanced version of MIB also exists. Information about MIB-II can be found in RFC 1213. MIB-II is a superset of the original MIB. None of the objects in MIB-II is optional and objects it contains are essential for fault or configuration management.

Information in MIBs

Management information bases contain the folloring groups:

· System

Information about physical interfaces are stored in system group. It includes data about configuration, the time system has been running since last shut down, name of the node, contact information of the node manager, location and value indicating services. 

· Interfaces

This group contains information about physical interfaces of the node. This includes configuration information, and statistics of every interface. It is mandatory to implement this group to every system. Also number of octets, packets and discards can be read from this group. 

· Address-Translation

This group contains information, that is needed, when network addresses are mapped to physical addresses.

· IP

IP group stores information about IP addresses, this entity takes care of. It stores information about routing tables and address tables, but also about datagrams. Total number of received and sent datagrams, as also number of forwarded and discarded datagrams is stored in the MIB.

· ICMP

ICMP group contains information about ICMP-messages. Number of different message types is stored in the data base.

· TCP

Information about TCP implementation and operation can be found from TCP group. In addition to values considering the protocol, there exist information about TCP-segments.

· UDP

Information about UDP implementation and operation can be found from UDP group. There exists information about received and sent UDP segments, but also about UDP port and IP address of listener.

· EGP

EGP group contains information about external gateway protocol (EGP).

· Transmission
Information about transmission media can be found from transmission group.

[http://www.inforamp.net/~kjvallil/t/work.html]

[SNMP, SNMPv2, and CMIP, The practical guide to network standards, Stallings W,

Addison Wesley Publishing Company, 1994]

Use of SNMP in management of www-applications
Tools that utilize characteristics of SNMP can be used to manage www-application, although it primarily is intended for network management purposes. SNMP can be used in management of TCP/IP or OSI networks. SNMP is also the most used network management protocol, which means that it can be found in several products. Standards provide that every system utilizing SNMP does have the same structure and parameters. It is easy to generate general tools, which can be combined and then used for more specific purposes.

Management information bases provide an efficient way to monitor traffic. When applications are on the run, there may exists faults in distributed environments and these faults may not be caused by application itself. SNMP may be used in such situations. MIBs store diversified and useful data of networks and machines functionality. This data may be used not only for recognizing faults, but also to avoiding them beforehand. SNMP does not itself provide specific tools to utilize data, but stored data is reasonable for management purposes and it is practical and reasonable to implement simple tools for gaining more specific results.

The use trends of application as also the traffic in the local network of application can be monitored by using information that MIBs store. Application that is monitoring web can request values of management information base and calculate changes or derivatives in short time periods and try to foresee the future performance. 

By utilizing standard SNMP information, it is possible to monitor the network load. Number of packets or datagrams can be  examined. This enables monitoring of single interface or device. Also

Protocol specific information can be obtained this way.

MIBs can also be customized. There are some standardized groups that belong to standard MIB, but groups can be added to MIB tree. Application specific groups can define, what kind of additional information can be obtained from devices. Data stored in customized MIBs can show overload, number of users and amount of application specific traffic. In addition, also task specific information can be stored. This data can be for example number of performed task, number of tasks succeeded and failed. 

It is relatively simple to implement application that monitors functionality of some system. Console showing statistics about network and application may show all the relevant information. When some artificial intelligence is added to implementation, some decisions can be automated. For example, when it can be seen that number of users increase acutely, an additional application server can be set into action. By examining different variables it is also possible to create trap-messages when they are needed.

Benefits of network SNMP- tools in customer care

SNMP tools can be used for monitoring the performance of application. It can also be used for modifying parameters that affect to systems operation, but this is not essential in customer care. SNMP tool can be used for supporting situations, when customers insist information about reasons to fault operation. This helps to achieve goals in good customer service. If user interfaces are user friendly and tool is designed in a way that it explains functionality in terms of application, it may help persons working in customer care to clarify the problems that have arisen If artificial intelligence is used, problems may be solved before they actually have arisen. Customer care can work as a support of technical personnel.

ICMP (Internet Control Message Protocol)

Connectionless system works well, if all the machines attached to the network are functioning correctly. Naturally this is always not the case. Internet Protocol (IP) provides an unreliable and connectionless service. Sender has no way to know, whether the data has arrived to its destination or not. System does not inform about transmission faults. When TCP/IP protocols were designed, attention was not paid for network management issues. Reliable connections were provided by Transmission Control Protocol (TCP) and Internet Control Message Protocol took care of error reporting. However, ICMP was a tool which was used for network management purposes.

ICMP provides a way of communication to machines that are using Internet  Protocol. Routers can inform about delivery faults by using ICMP. An advantage is, that using single protocol both control and information messages can be sent. 

ICMP message format

ICMP is an error report protocol. It does not perform any correction  operations. Sender recieves control message about error, that caused the fault. Intermediate machines do not recieve information about errors. Although these control messages may not be delivered correctly, error messages about lost ICMP messages are not sent. This reduces amount of traffic and also huge loads of ICMP messages may be avoided.

ICMP message is wrapped inside IP datagram. The first field, length of which is eight bits is TYPE field. TYPE defines, which kind of information is inside message. For example, if value of the TYPE field is 3, the message contains information about unreachable destination. 

CODE field locates after TYPE field. Length of the field is also eight bytes. CODE provides more information about message.

CHECKSUM field is sixteen bits long and it is used in error detecting. 

These three fields form header of an ICMP message. After header there is

a data field, which depends on the message type. 

Echo request and reply messages

If the type field is set to zero, ICMP message is echo reply message.

[Comer, Douglas E., Internetworking with TCP/IP, Volume I, Principles, 

Protocols and Architecture, 3rd edition, Prentice-Hall, Inc. 1995]

[Stallings]

PING (Packet Internet Groper)

Traceroute

Application architectures

2-tier model

A simple example of distributed system is a client-server model. Application running in one machine is using services (data base, for example) that are located in other machine. When services are wanted to reach, requests are sent to the machine where these services are located. Remote machine performs all the operations needed and returns the result back to the caller. The party sending requests is called client and the party recieving and processing requests and required operations is called server. However, in 2-tier architecture all the processing of data is happening in client side. The model like the one in previous example is called 2-tier model. Server does implement database management procedures in 2-tier model and client performs queries to server.
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Figure 1 2-tier architecture
2-tier model's architecture is easy to create and understand. Many applications work only in 2-tier environment. Also many tools do have optimizations for this kind of architecture (Delphi, for example). However, the number of users is limited. A couple of hundred users is an upper limit for this kind of  architecture. Users are usually connected locally and these kinds of services do not work properly over WAN or Internet. Applications, which work under  previous conditions, would be worthwhile to implement on 2-tier architecture.

Some of the business logic must be implemented in the client side. This causes problems, when server side is updated. Updating client software to be compatible with new releases can be expensive and time consuming process. These updates expose systems to errors, if they are not done properly. Business logic is in this case also tied in one application, which causes  problems in situations, where software reuse could be profitable. Also the lack of scalability may be troublesome, when number of users increase. 

2-tier architectures use needlessly bandwidth of the transmission media. This is consequence of data processing in the client side of application. Data, that is transmitted across media can provide only some useful information, which has to be extracted from all the data recieved. The futile network stressing could be avoided by implementing business logic in the server side.

The basic 2-tier model can be improved by implementing some of the business logic to the triggers of the data base. The modification of server side does not affect to client as much it does in the traditional model. The scalability problem stays still the same.

3-tier architecture

3-tier model separates presentation tier (user interfaces), middle tier (application servers) and data tier (database management).

Presentation tier takes care about graphical user interfaces (GUI). It also can contain services, which are needed when requests are send to and responses recieved from middle tier. Sometimes middle tier is implemented to the same

server as the data tier.

Middle tier balances database queries made by clients. It contains business logic. Scalability problems can be solved by starting up or shutting down new middle tier servers. 
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Data tier contains database and the functionality considering database queries. This tier can also be distributed, if needed.

Figure 2 3-tier architecture
The architecture should be seen as a logical one. All tiers can be located in the same machine.

3-tier model is scalable. Because new application servers (middle tier) can be initialized and started on the run, the number of users allowed to use application simultaneously is increased. This can also make application more robust, because using redundant servers helps system to recover from failures. Also connections to database (data tier) can be reduced, because there is no need to connect every client to the database. Only the  connections from application servers are needed. This supports also better  security. Security rules can be formed uniquely so that every request has its own security. Also, when more software locates centralized in secure and decently controlled place, the system also becomes more secure. 3-tier architecture reduces the amount of software in clients so system should work more securely.

Middle tier makes services easier to update. Because business logic is located in application servers, changes in server side software do not affect so much in client side than they do affect in 2-tier models. It is also easy to rebuild new client software by recycling old code. Also database operations and database structures can be made transparent to client. Using technologies, that make application independent from used languages and platforms (CORBA, for example) make also middle tier transparent from the user's point of view. Changing database affects to the middle tier, but client software does not  necessarily have to be updated.

Middle tier can support data integrity checking. This helps keeping data base consistent without stressing data tier.

Bringing middle tier to the architecture makes it more complex. This makes structure of application more difficult to understand and also more  difficult to implement. There are more points of communication, so testing of  system based on 3-tier architecture is also more complex.

The lack of tools can also be problem. Reporting tools, for example, are  important, but most of the available tools support 2-tier systems. This results in increased amount of work, because such tools are needed anyway.

[http://www3.sympatico.ca/jwoodger/archmult.htm]

[http://news.dci.com/geos/dbsejava.htm]

[http://www.corba.ch/e/3tier.html]

Typical web-application architecture

Applications running in web are most usual 'modified' 3-tier architectures. They do have all tiers of 3-tier architecture: presentation tier, application tier and data tier. In addition there is a client layer for rendering web-pages and letting customer to type input data. This client layer can be 'dumb' in the sense that it only renders data recieved and send user inputs forward. The middle tier takes care of processing information. If JavaScript, Java or dynamic HTML is used, client can evaluate easy tasks such as parsing inputs or calculating values of simple expressions. These 'semi-intelligent' clients make system easier to use. Client side processing can also reduce traffic passing along transmission media.

Presentation tier is responsible of creating webpage content. It also evaluates parsing of user's input data from page. For example CGI-script, ASP- and JSP-page processing belong to this tier. Servers take care of implementing this tier.

Application logic is located in application tier. This covers tasks, such as taking care of traffic, data processing, transactions, connections and security. By separating business logic in its own layer, vendors do have better possibilities to develop more efficient application systems, because they do not have to worry about user interface specific operations.

Data tier takes care about database operations. In theory it would be useful to try to keep business logic away from data tier as much as possible. If server containing business logic is near to data tier servers, the network load should stay low, although some benefits could be achieved by filtering data right there in the dataserver.

4-tier model is a good solution for large application handling great amount of data and users. Separated client and business logic make the system also easy to update and maintain.

This model can also be simplified for smaller applications. Sometimes it is no use for keeping separate layers for presentation and business logic. It could be quite complex and artificial to break tasks in such way. Also the advantages gained by doing this may not be considerable.

[http://www3.sympatico.ca/jwoodger/archweb.htm]

Advantages of distributed architectures

Distributed systems are more efficient than localized applications, when  number of users increase. However, the open systems offer advantages to lower layers (in terms of OSI), but the application layer (the top layer) has  suffered from lack of standardized technologies. Standards help to create efficient and long-live software architectures. Stable and controlled systems  are the best solutions. Standards are supported widely and controllable  elements can be changed inexpensively.

Applications are developed to the environments, where different kind of hardware and operating systems are used. Without widely accepted conventions and standards, distributed software becomes hard to create and maintain. Solutions are functional only in one environment and changes may be expensive and difficult to implement.

Large-volume end users require open systems. Common and accepted  interoperability standards and data formats also help to create efficient applications.

Advantages of open systems and applications are the following ones:

· Portability

 
Software can be used in different platforms.

· Interoperability

 
Standards provide protocols and data formats. Applications in different platforms can communicate by using
these rules. 

· Risk reduction

 
Using techniques already accepted reduces application-specific parts of the architecture.

· Interchangeability

 Components of the system can be chosen from wide scale of products. Also 

 
changing them is possible. This causes cost reduction.

· Cost reduction

End users don't have to invest too much for solution. Everybody can implement solutions based on standards and this causes competition and lowers prices.

· Deferred obsolescence/life cycle extension

[The Essential Corba System Integration Using Distributed Objects, Mowbray, 

Thomas J, Zahavi, Ron, John Wiley&Sons Inc. 1995]

CORBA (Common Object Request Broker Architecture)

CORBA makes distributed environment transparent to the programmer. Clients can make object requests from servers. The idea is that remote objects are referenced. Client creates a reference of object, which is located in server  side. Client can evaluate methods of this remote object and sees the result. The processing happens on the server side. 

Object itself stays in one place and the reference is passed. This means that object is not transmitted, but only parameters are exported. 

Remote objects can be reached also by passing the whole object through the transmission media. Object is 'serialized', which means that the state of object is coded and transmitted. 

CORBA reaches remote objects by references. Systems communicating with each other can be implemented in different languages and they can be  running on different platforms. These details are transparent to programmer. Even the location of objects is unnecessary.

ORB (Object Request Broker)

The most important component of CORBA is Object Request Broker (ORB). It  locates and identifies objects and performs the actual transmission  operations. It marshalls and unmarshalls requests and results. Marshalling means coding object reference, method and parameters suitable for transmission. ORB recieving marshalled request performs inverse operation and unmarshalls the message. When client wants to call some of the object's methods, ORB recieves message, processes it and sends it forward. The same happens on the server side, when object has finished its work and the result is returned to client. It is the inter-ORB communication, whichs allows different types of applications easily to communicate with each other.

ORBs in different parts of application communicate by using Inter-ORB protocols. Standard defines General Inter ORB protocol (GIOP), which is a high level specification. Specialized protocols are used in real life communication. In TCP/IP-networks, this protocol is called IIOP (Internet Inter-ORB Protocol).

IDL (Interface Definition Language)

Interface Definition Language (IDL) defines the interface of object in CORBA. The purpose is to define the operations of the object so that they can be reached in CORBA-application. Interface contains the (public) methods of object and the parameters of them. IDL is used only for defining the interfaces, programmers have to do all the implementations. So, IDL is not a procedural language. Every object in CORBA-application needs to have IDL-definition. 

Compiled IDL -file produces code in the implementation language (Java or C++, for example). Client side code is called IDL-stub and server side code IDL-skeleton. This compiled IDL performs the troublesome task of marshalling and unmarshalling messages. The data is transmitted properly  between different applications just because IDL. IDL-stub is a bridge between  ORB and the application in client side as is the IDL-skeleton in the server  side.

OA (Object Adapter)

Object Adapters (OAs) work between ORB and the objects implemented. Object requests are handled by these adapters. Adapters are tied in implementation language. For example, object adapters may support Java in one application and C++ in the other. 

In addition of handling calls, OAs do manage object references,create new objects and register server classes with implementation repository. CORBA defines just one general OA. This is called Basic Object Adapter (BOA).BOA is the interface of CORBA to the ORB.

DII (Dynamic Invocation Interface) and DSI (Dynamic Skeleton Interface)

Dynamic Invocation Interface (DII) are used, when objects are not linked by using client stubs. If client finds objects, when it is running, DII can be efficient tool. Interfaces can be discovered at runtime and then requests to remote objects are possible. Usually application is static and  interfaces are known, but in some situations DII is useful. One example of  this kind of application is a testing tool that discovers new objects and then tests their interfaces with some parameters.

Dynamic Skeleton Interface (DSI) works at the server side and mirrors the operations of DII. Operation is reached by requesting names and parameters.

Both DII and DSI use storages, which do contain information about object inteerfaces. These storages are called interface repositories.

IR (Interface Repository)

Interface Repository (IR) stores information about every known interface of ORB. This information is moduled just to avoid conflicts in naming. The same technique is used in Java namespaces. Method names, parameters and exceptions are stored in IRs. There are also information about types so that parameters can be checked. Runtime checks are possible by using IRs. Operations can be found and invoked dynamically by observing information stored in IRs.

Advantages and drawbacks of CORBA

The basic idea of CORBA is to provide programmer a working environment, that when a method of remote object is called, not more code is needed than in traditional situation, where all objects are located in the same scope. This is a good goal, but it can not be achieved in practise. When objects are reached through remote ORB, interfaces of objects have to be imported to the local ORB, which causes more work. Also object references in remote ORBs do not have meaning in the local ORB. When they are transmitted, they have also to be translated for the local ORB. In addition the platforms' different ways of communication can cause problems. Example of this situation is Little Endian and Big Endian byte orders in different machines.

The solution to this problem is to set proxy between ORBs. This Proxy takes care of translating references, requests and parameters, and  encodes requests using right byte order.

[http://www.cs.indiana.edu/hyplan/kksiazek/tuto.html] Viitattu 11.7.2000

[http://www.das.harvard.edu/cs/academics/courses/cs265/1996/proj/corba/index.htm]

[http://www.das.harvard.edu/cs/academics/courses/cs265/1996/proj/corba/jeff.htm#whatisIDL]

[http://www.das.harvard.edu/cs/academics/courses/cs265/1996/proj/corba/page1.htm]

Marketing 

The job of marketers is to take care of customers needs and requirements. The developed products should be attractive and meaningful, and there should also be call for them. To create a product that will be a success, there has to be interest for customer satisfaction first, and profits should be considered second. Without question there are also other important factors, such as strategy, workers, excellent implementation and smooth flow of information through different parts of organization. According to surveys, companies, whose products or solutions have been successes, have also paid a  lot of attension to serve and sense customer needs. 

The definition of marketing can be given as follows:

Marketing is a social and managerial process by which individuals and groups obtain what they need and want through creating, offering and exchanging products of value with others.

When marketing considering product or solution initiates, there is need for identifying needs, wants and demands of marketplace This is also one goal of this research.

The definitions of need, want and desire, can be gives in this way:

· Need is a state of felt deprivation of some basic satisfaction.

· Wants are desires for specific satisfiers of these deeper needs.

· Demands are wants for specific products that are backed up by an ability and willingness to buy them.

Marketing can also be defined as offering solutions to demands of people. These people in turn offer something in exchange. People working in marketing department try to foresee customers behavior and needs for different products. Wanted response for developing a new product or service is a buy.

Product can be anything that can be offered to someone to satisfy a need or want. It need not to be anything physical, but it can be indentified also as, for example,  a service or an idea. One problem is that instead of providing, that product satisfies the demands of customers, the product itself is emphasized. However, products are not buyed for the products themselves. To make everything even more complicated, it should be noticed, that also the way the product serves the needs, is a very important factor.

There is a problem, when the product's capability to satisfy customer's demands is wanted to be measured. Some factors are value, cost and satisfaction. If there are a number of choices, which can be used, then there exists a set of possibilities for ideal product. Every product does have features, that characterises them some way. These features can be compared and some product of the set does have the best combination of features. This combination, however, depends naturally on customer. Also, there is a  possibility, that none of the products is satisfying. By comparing products  we get the parameters, that can be used to measure value of the product.

There is a factor called cost, which represents the outcomes associated with product. The ideal product may not satisfy customer, if costs rise too high. When product is under development, an important task is to define how the demands can by satisfied with reasonable costs.

By evaluating marketing research, analyzers want to find out, what are the wants, that customer is thinking of. These wants may not be equally weighted so it has to be clarified, what are the most important requirements, which

definitely have to be satisfied, and what requirements are not so essential. When many potential customers take part in this research, the most common and essential properties of product can be defined.  

There are also needs in the company who manufactures the product. By analysing these requirements and then comparing the results with the customer  requirements, it is possible to define, if it is reasonable and profitable

to develop product.

[Kottler, P, Marketing Management, Prentice-Hall, 1991, 7th edition] 

Market analysis

Marketing research emphasizes finding and satisfying customer needs. The most important factor that helps to achieve this goal is information. As customers can identify their requirements more specifically, gaining enough relevant information is more difficult task than ever. Also the results of the surveys made are essential, because they tell about success of  interpreting information and making decisions. 

The definition of marketing research can be given as follows:

Marketing research is the systematic and objective identification, collection, analysis, dissemination, and use of information for the purpose of improving decision making related to the identification and solution of problems (and opportunities) in marketing.

Systematic and objective identification of information means, that there has to be predefined strategy to collect information and this process should happen in a way, that views and opinions of people performing the gathering

of information do not affect to results. Also the views of management do not bias to results. Information gained has to be accurate and true. There must not be any outcomes defined in advance.

Predefined strategy does not only assign the end state, but there can also be milestones defined. If research is one of the large scale, this can help to achieve the goals. The phases of research are (according definition)  identification, collection, analysis dissemination, and use of information. Types of marketing researches can be classified to be the ones, that try to identify problems and the ones that solve them. Although this division can be made, the reality shows, that these researches are made simultaneously so that they are partly mixed and entwined.

Problem identification

When problems are identified, there are many important aspects to be  considered. These are the potential of markets and the market share of companies. The tendencies of business need to be analyzed as also the  essential features of the market. Information about sales and estimates about sales in the future are also required. 

After collection of information, it is analyzed. This should give clear  picture about environment and the potential of company in the market. Research can show not only weaknesses or good position of company, but also opportunities, which can be utilized.

Problem solving

When problems or opportunities are identified, the research aiming to satisfy new requirements can be initiated. This kind of research is more popular among companies that surveys, that try to identify problems. Problem solving research can be divided to parts, that consider of segmentation of markets, product and pricing concepts, promotion and distribution.

Phases of research process

When marketing research is being done, in practise the following phases  occur:

· Problem definition

· Planning of approach

· Planning of research design

· Data collection

· Data analysis

· Report preparation

Problem definition

There has to be some target defined, when marketing research initiates. Purpose of study is specified by examining background information. There will exist need for information, which is used for reaching goals. Also the type of this information has to be defined as also the way information will be utilized. The important aspect is also, how the information for the problem in question is gathered up.

Problem definition is the most important part of the marketing research, because it forms the cornerstones of survey. If problem is not defined properly, the whole survey fails to meet the purposes. In the worst case this leads to finacial losses, because the gained results are not true.

To gain background information, discussions and interviews with decision managers and experts should be performed. This gives information about capabilities and limitations. However, the knowlidge gained tells about management decisions. It can not provide solutions. 

Discussions with managament can consider the situations, that lead to need for research, criteria, that will be used in survey, actions, that can take place after research, information, that is relevant and will be needed and the culture of making decisions in organization.

Discussions with industry experts can give additional information, which helps in formulating research problem. List of topics can be prepared for discussions, but free conversations can lead to the most satisfactory results. These experts, however, may be hard to locate, if there isn't one working in the client organization.

If there exists data considering the problem area and it is collected for some other purposes than the current research, it can be utilized. Information is not collected for research before the plans are ready, so secondary data can be only way to achieve information about business.

Information that is gained this way must also be analyzed. This calls for understanding the nature of business domain. Problems and misunderstandings can easily rise, if relevant concepts and functionality of domain are not figured out.

After problem definition phase, the following aspects should be known:

· available resources. These can be for example money, labour, skills of labour and time.

· goals of organization and goals of decision maker

· behavior and location of consumers. 

· business environment in a sense of consuming power, market shares, prices etc.

· skills and state of organization are also important. This information gives ideas about the suitable solutions for firm.

Planning of approach

When the problem is identified, there has to be decision, how this problem should be handled or approached. By discussing with analysts and experts, knowlidge about characteristics and essential features, which may influence

to results, can be collected. Models, questions for interviews and hypothesis may be defined.

In this phase goals of the research has to be kept in mind, because this gives good views, what could be the most optimal approach.

Theories considering business can be created in this phase utilizing  information, which was collected in previous phase. Objective evidence  supporting theories is gained by combining this data. Theories help to find out, what are the most relevant variables, how these should be detected and how the design of research should be constructed.

Planning of research design

A concrete plan for carrying out the research is constructed in this phase. The methods for collecting information has to be defined. This means also planning the variables to be measured, as also the scales to them. There also exist hypotheses from the earlier phases so potential answers and  results can be formulated for interviews.  If there will not be any interviews, the other ways for obtaining data must be decided. When data is collected, it has to be analyzed. The methods for analysis are also chosen. It should be noticed, that this affects also to the data collecting. The indicators and variables must be relevant for analysis.

Data collection

Data is collected by personal interviews. Mail, electronic mail and phone interviews can also be used, although it may be easier to clarify questions and ideas in face-to-face situations. If the people making interviews are not the ones who have been designing them, proper training has to be carried out before data collection can be started.

Data analysis

Before data can be analyzed, it has to be prepared for analysis. This means editing, verifying and transforming data to the proper format. Usually results must edit to discontinuous format and they must be also quantified. This means that continuous values do not necessarily give information about commonalities and when every result is quantified to belong  in some group or cluster, the nature of data can be analyzed better. 

The quantified and verified data can be analyzed. This gives meaning to the collected information. Techniques for one variable are used, when the importance is concentrating on behavior of one factor. If the goal is to detect, whether variables affect to each other, multivariable techniques are used.

Report preparation

When results are ready and conclusions are ready, report for results can be prepared. This report should represent background and the used approach for the study, the questions, and analysis of data.

The objective presentation of information is also very important. If  visualizations are used for presentation, care must be taken. It is easy to distort information, when different aspects of human cabability of sight are not noticed. Colors, areas and volumes can lead to wrong interpretations. Also the cultural aspects may cause misreading. For example, red in western cultures, has meaning of danger. Graphics is easy to use, when purpose is to mislead audience.

[Malhotra, Naresh K., Marketing Research, An Applied Orientation, 

Prentice Hall,3rd edition, 1999]

Requirement management in software engineering

Very much is written about software engineering, but the same problems still exist in the software development processes. This depends on the complexity of management of large scale of software projects. Also the products can be thought as mental abstractions, whichs does not make it easy to keep processes and results consistent. It is not unusual situation, that the results are somewhat different than what was expected in the beginning of software project. The requirements tend also to change during the production. These problems may not ever be completely avoided, but decent requirement management makes the later work phases easier.  It should be also noticed, that requirement management should be included in every phase of software project, although it is often understood as a part of analysis phase. 

The central goal of requirement management and software projects is to create product, that corresponds to client's demands. Requirement management covers actions, that concentrate on this goal. The area concerned here is collecting and analyzing customer requirements. These actions are performed in preliminary study and requirement analysis phases.

Customer requirements define the demands of customer. They tell, what system should do to satisfy these demands. However, they do not tell anything about the structure and functionality of system. In other words, they do not tell what is the solution system.

Customer requirements

Products are created to respond to demands of client. When preliminary study of project is done, these requirements are collected. The bigger software project grows amount and complexity of requirements tend to also grow. One of the biggest risks noticed in projects are incorrect and inadequate requirements. These lead to big changes in the later phases. Later the deficiences are detected, more difficult, expensive and time consuming corrections become. That is why collection and analysis of requirements have to be done as completely as possible. Proper works in early phase  reduces the amount and scale of modifications needed later.

Information about requirements can be achieved from marketing department, from markets, by analyzing client feedback, by brainstorming and by using other products in the market. 

Preliminary requirements are often contradictory, misunderstood and  incorrectly emphasized. Requirements have to be modified in preliminary study phase, but they will change a bit also later. The goals of analysis are the following ones:

· To understand the fundamental nature of each requirement statement

· Priorization of requirements

· matching of contradictory requirement statements

Usually customers can not formulate their needs too clearly. It is also problem, that people making preliminary studies usually do not know facts about business domain. Marketeers and computer scientists do know about their special area and of course they do more or less have experience about gathering functional requirements, but often the business domain of client is not familiar. However, the solutions in the early phases should be done by  observing the environment and concepts, not thinking about technical details or implementation. 

Customer may set his or her needs in terms of user interfaces. This does not reveal the real problem. Some of the problems could be easily avoided in implementational level so that customer does not have to worry about  pressing buttons or selecting alternatives. Analyzing the fundamental needs leads to more efficient solutions. When size of application grows, there exist more requirements. However, every one of them is not equally important, which has to be taken into account in the current version. Other features, which are not implemented, can be left to future versions.

In addition, amount of requirements lead to increasing amount of contradictory demands. However, functionality of the end product has to be consistent.  Priorization can offer solutions to this problem, but in some situations some requirements have to be left out. If every single need is tried to include in solution, in the worst case end product does not serve anyone instead of satisfying needs of most of the users.

Analyzing requirements should give a picture about features of solution. In addition, when properly analyzed, some risks of project should also come clearer. If it seems that there may occur a great amount of changes, the traditional waterfall model including analysis, design, implementation and testing phases may not be a best solution to solve problem. Instead of waterfall model, prototype approach may lead to better results. Changes can also affect to architectural design.

Customer requirements can be made clearer by modeling them. Usecase analysis is often made in this phase. When requirements are collected and the nature of business is known, it should be easy to define event flows, that occur, when single requirement is evaluated. Modeling can be made using text, but it is also possible use other methods. Unified Modeling Language (UML) is a set of graphical modeling methods. Usecase- and activity diagrams provide methods, that can be used to model usecases. Usecase diagrams show the most relevant requirements and activity diagrams show the actions and  causality, when single requirements take place. Graphical presentations are easy to understand because causality can be expressed clearly. However, without any textual explanation models do not describe events consistently. In addition, these models do not necessarily have to be used in following phases literally. For example these diagrams are not used to produce code by utilizing CASE (Computer Aided Software Engineering) or RAD (Rapid  Application Development) tools. Also clients are usually not acquainted with terms of computer science. Going through diagrams may not be satisfactory, if time is wasted unnecessarily to syntax and not to semantics. 

Clients may not have a clear vision, when interviews and discussions are made. However, when there is something concrete to show, models for example, it is a lot of easier to clarify ideas and demands. It is thought that presenting graphical user interfaces (GUI) and prototypes in the early phase is an effective way to develop requirements, but this may not be the case. Prototypes and GUIs may give efficient and productive image of company. It may be easier to gather information about data needed in application by examining user interfaces. This can also be restrictive. In the worst case clients and software engineers may start to thing solution in terms of graphical user interfaces. In some cases this may work, but this approach can also lead to solution, which does not serve users in a way it could. The causality of operations, and data dependence can be lost. Although early development of GUI protos would help the understanding of requirements, it is not guaranteed, that it is possible to implement system that works decently with the interfaces, that are the same as prototypes. It may be difficult to understand that prototype does not necessarily contain any  functionality.

[Haikala Ilkka, Märijärvi Jukka, Ohjelmistotuotanto, Gummerus Kirjapaino Oy,

1998, 5. painos]
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