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Abstract

In recent years there has been a great increase in the demand for audio and video content on the Internet. Keyword-based indexing would be inadequate. A challenging problem to construct audio and video databases is the organization of audio and video information. Furthermore, the deployment of classification and indexing for managing audio and video content is getting more and more important. This paper not only presents techniques for audio classification and indexing purposes but also describes methods for video classification and indexing. In the same time, Advanced Hidden Markov Models and Neural Network technique for classification and indexing will be simply introduced in the here. 
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1 Introduction

In recent years, the amount of audio and video information has become totally unprecedented and video media has become increasingly significant given its highly intuitive communication ability. In addition, digital and network technologies have enabled us to interact with video/audio information. They have introduced the flexibility needed to satisfy individual audio/video-related goals. However, there are still many problems to be solved. We encounter problems when we want to select a particular audio/video out of many candidates, access the desired part of a audio/video, or edit one or more audios/videos. 

A good audio/video database management system requires efficient ways of abstracting the audio/video information. Classification and indexing of audio/video sequences are fundamental steps in their database management system. 

In order to generate indices that can be used to access a audio/video database, a description of each audio/video sequence is necessary.  A first number of attempts described in the literature have focused on determining the different editing stages that took place to compose the video material (abrupt cuts, dissolves, fades,..) audio signal (silent, voice noise and music). 

Audio data us analysed by means of frequency analysis, and music and voice are independently even if they occur together.

However, since video sources contain rich information, its classification and indexing are more complicated compare to audio information. Video sequence segmentation into individual shots is fundamental for content-based indexing, browsing and retrievals. Most previous approaches to video classification rely on differences of pixel intensities, frame-based histograms or motion discontinuities. Such techniques are not effective in dealing with shots that involve significant camera or object movements. However, combined audio and visual information for scene classification approach is possible to obtain reliable classification of the video sequence at different levels of abstraction. 

The remainder of this paper is organized as follows: The next section analyzes audio and video features. Some advanced techniques for classification and indexing of audio and video are examined next. This is followed by a description of the Hidden Markov Models and Neural Network technique for classification and indexing respectively. The paper is summarized in the last section.   

2 Audio and Video Features

Digital audio and video are often called “continuous media” because the information is continuously changed, usually at regular interval. [20] Classification and indexing of audio and video first require selection of features that must be tailored separately for each problem domain. Features should be contain information required to distinguish between classes, be insensitive to irrelevant variability in the input, and also be limited in number to permit efficient computation of discriminant functions and to limit the amount of training data required.

2.1 Audio Features Analysis

There are many features that can be used to describe an audio signal, and in general, they can be separated into two classes:

· Time-domain Features: include the envelope, short-time energy, short time auto-correlation, etc. One very useful statistics for audio classification is silence ratio (SR): the ratio between the amount of silence of an audio piece and the length of the piece.

· Transform-domain Features: can be further divided into frequency-domain features and cepstrum-domain features. 

To analyze audio signals, an audio clip is divided into fixed length frames, and a feature is calculated over each frame. Some of the audio features are described below:

· Volume Distribution: The volume distribution of an audio clip reveals the temporal variation of the audio sound magnitude, which is important for scene classification. It is determined from the envelope of the audio waveform, which is obtained by low-pass filtering the magnitude of the audio signal. To compute the volume, we divide an audio clip into many overlapping frames and use the root mean square (RMS) of the signal magnitude within each frame to approximate the volume of the frame.

· Silence Interval Distribution: The distribution of the silence interval differs quite significantly in different video programs. To characterize the silence interval distribution, we use the mean and standard deviation of the volume within a clip are used as descriptors of the volume distribution. We also determine whether a frame is silent or not, by comparing its volume to a threshold determined based on the volume distribution of the entire clip. From the result of silence detection, we calculate the silence ratio, which is the ratio of the silence interval to the entire period. We found that this ratio varies quite significantly in different video sequence.

· Spectrogram, Central Frequency and Bandwidth: The spectrogram of an audio signal is a 2D plot of the short-time Fourier transform (over each audio frame) along the time axis. It is a  very good visual tool to show the characters of different audio signal. Let 
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2.2 Video Features Analysis

A video sequence is a rich multimedia information source, including speech, text, audio, color pattern and shape of imaged objects (reflected in individual frames), and motion of these objects (revealed by changes between frames). [22] Color is the most widely used visual feature in video retrieval. Color features can include color histogram, dominant color, mean and standard deviation of colors.

An image feature, however, can be based on texture, color, intensity, geometry, or other image properties. An example of an intensity-based complex feature is an intensity histogram. Geometry-based features encompass points, lines, and regions. Texture-based features include surface roughness and edge density. Since a video contains a sequence of image frames, a video feature would be a sequence of image feature. [31] In addition to, the video features are also classified into two classes, i.e.       

· Semantic feature: which are independent of the specific video domain of interest.

· Syntactic feature: which take into account such domain-specific segment information. Generally, it is used to detect all scene changes by computing frame dissimilarity metrics, and distinguish intrashot variations (introduced by object/camera movement, zooming, and changes in lighting) from intershot variations (introduced by cuts and gradual transitions) by selecting appropriate thresholds. 

The visual features include the most dominant color, the most dominant motion vectors, and the mean and variance of motion vector.

3 Classification and Indexing for Audio and Video

Some keywords should be clarified before expressing the main classification and indexing technique of the audio and video.

Segmentation: The process of choosing an audio/video time interval based on a certain criterion is termed as audio/video segmentation

Classification: Before the indexing and storage of multimedia information, it may be necessary to perform a classification process on the multimedia information. This allows similar multimedia information to be stored together and even indexed together to allow faster retrieval.[book] 

Indexing: Indexing is the process of developing a document representation by assigning content descriptors or terms to the document. These terms are used in assessing the relevance of a document to a user query and directly contribute to the retrieval effectiveness of an IR (information retrieval) system. Indexing stored multimedia information, which aims at improving the search and retrieval of multimedia information. [21]

3.1 Audio Classification and Indexing 

As there are more and more digital audio databases in place at present, people start to realize the importance of audio database management relying on audio content analysis. Audio classification is important because different audio types should be processed differently and the searching space after classification is reduced to a particular subclass during the retrieval process. Each classified audio piece will be individually processed and indexed to be suitable for efficient comparison and retrieval.

3.1.1 Audio Classification

The audio signals is spilt into segments which are consistent from a classification point of view. We suppose to divide the audio signal into 4 classes: Silence, Speech, Music and Noise.

· Silence segments are those audio frames which only contain a quasi-stationary background noise, with a low energy level with respect to signals belonging to other classes. We use both energy and Zero-Crossing Rate (ZCR) measures to detect silence.

· Speech segments contain phonemes (vowels, diphthongs, semivowels and consonants: the storical voiced, unvoiced and plosive signals). The frequency range of speech between 100 and 7000 Hz, it has higher SRs and a special pitch. [38] Five aspects are checked to distinguish speech. The first one is the compensative relation between amplitudes of ZCR and energy curves. The second one is the shape of ZCR curve. For speech ZCR curve has a stable and low baseline with peaks above it. The third and fourth aspects are the variance and range of the amplitude of the ZCR curve, respectively. And the fifth aspect is about the property of the short-time fundamental frequency. A decision value, which is a fraction between 0 and1, is defined for each of the aspects. The weighted average of these decision values gives the possibility of the segment being speech.

· Music segments contain composition of sound with peculiar characteristics of periodicity. Music is distinguished based on the ZCR and the fundamental frequency properties. Generally, music frequency range from 16 Hz to 16000Hz. It has long harmonic tracks and rare periods of silence.

· Noise segments are all other categories, i.e. everything which does not belong to the previous classes. In particular, this class contains non stationary background noise. Noise characteristics contain random Spectra (frequency bins equal), pure random noise has no peak frequency bins, less intense random noise (brown) may have small peaks, spectral irregularity (harmoniticity) and many short discords between frequency tracks.

In [9], it was suggested to represent a generic audio signal as a linear combination of signals belonging to the different classes described above. For simplicity, a segment will be classified in only one of the previous categories, regardless if more than one is simultaneously present in the original signal the dominant class will prevail. Therefore, the audio classification if performed as follows: first, the algorithm processes the audio file in order to detect silence segments. Segments which are not classified as silence are further processed in order to detect the voice parts. Those segments which correspond neither to silence nor to voice are analysed to detect the presence of music.

3.1.2 Audio Indexing

The goal of an audio indexing system is to provide the capability of searching and browsing through audio content.

· Transform-based Indexing: Each audio file or stream is divided into small blocks of contiguous samples and a transform like discrete Fourier transform or discrete cosine transform is applied to each block. This yields a set of coefficients in the frequency domain. With a suitable transform, only a few significant coefficients are adequate to reconstruct a good approximation of the original signal. An index entry is created by selecting an appropriate subset of the frequency coefficients and retaining a pointer to the original audio block. Thus, the index occupies less space than the data and allows for faster searching. Next, a query is similarly divided into blocks to each of which the transform is applied and a subset of transform coefficients is selected. This forms the pattern. Then, the index is searched for an occurrence of this pattern In this case, two strings are considered matched if they are within a small enough “distance” of each other, when distance is measured according to the root-mean-square-difference of the real-valued components of the strings.[37]

· Speaker-based Indexing: The speaker index is a data-base of speakers, with multiple segments for each speaker (and possibly across multiple media files). The index file for speaker-based retrieval is built from the results of speaker classification and verification. Each classification result is accompanied by a score which is the distance from the original enrolled speaker model to the audio test segment, start and end times of the segment relative to the beginning of the audio clip concerned, label (name of the speaker supplied during the enrolment), and audio source file.

Audio indexing can also take many forms. Such as:

· Indexing by intended content: Thus puts a heavy real-time demand on users to attend constantly to the data streams and discussion topics. For example, meetings can be indexed according to an explicit agenda that accompanies the meeting.

· Indexing by actual content. A speech recognition system can be applied to the stored audio track to create text-based records of the meeting. For instance, meetings can also be indexed by what was said or done, rather than what was planned.

· Indexing by temporal structure: Various prototypical forms of interaction—long uninterrupted oration, lively discussion, argument, brainstorming, question-and-answer—have different temporal characteristics with respect to the various data streams. We can view each of these forms as interaction idioms, which can provide a unique retrospective view of a way of indexing audio content.

· Indexing by application record: A log of a computer application’s activity can be kept and used as an index back into the audio/video streams. [19]

     3.2 Video Classification and Indexing

A common criterion in video segmentation is finding the video shots. A video sequence usually consists of separate scenes, and each scene includes many shots. Shots are defined as “one uninterrupted image with a single static or mobile framing”[17]. To analyze the content of each scene, detection of shot breaks is also required. Usually, a scene break is associated with a simultaneous change of image, motion, and audio characteristics, while a shot break is only accompanied with changes in image or motion or both. We propose to use audio information along with image and motion information to accomplish segmentation at different levels. 

3.2.1 Single-feature for Video Classification 

Color Classification: The pixel-based approach [32] consists of two steps: classification by fixed threshold, and reassignment by adaptive threshold. The second step can be bypassed, thereby improving the computational efficiency. In summary, the class conditional pdf of the chrominance components 
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 belonging to each class is modelled by a 2-D Gaussian, where the mean vector and covariance matrix are estimated from appropriate training sets or examples. Then, a succession of binary hypothesis tests with fixed or image-adaptive thresholds are employed to decide whether each pixel belongs to one of the predetermined classed or not. The thresholds can be estimated either at run time from user specified confidence bounds, or pre-computed by using receiver operating characteristic (ROC) analysis on a set of training images. The main advantage of this approach is its computational efficiency since a segmentation is not required prior to color classification.

Texture Classification: The texture is modelled, based on the Y (Y=luminance) channel, by employing the ‘Haralick’ features [32]: contrast (CON); angular second momentum (ASM); inverse difference moment (IDM); entropy (ENT); and information measures of correlation (IMC) computed from co-occurrence matrices. Our choice is influenced by Ohanian et al. [33], who showed that co-occurrence based features performed best in their texture classification experiments. The feature vector 
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block) centered at that pixel. We model the conditional distribution of features over all blocks belonging to the class by a 5-dimentional Gaussian pdf, whose mean vector and covariance matrix are computed from appropriate training sets or example.

Shape Classification: shape classification assumes that a desired template is provided by the user as a basis for query. The purpose is to locate all translated, rotated and scaled instances of it within a database.

Motion Classification: Motion information is available in MPEG video. However, the accuracy of the motion depends on the implementation of the motion estimation algorithms. The phase correlation function (PCF) which is defined as [22]:
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 are Fourier transforms of  two frames. A peak in the PCF suggests the existence of a dominant motion between the two frames: the location of peak indicates the actual motion vector, whereas the magnitude indicates the number of pixels experiencing that motion. If the PCF has no prominent peaks, it suggests that the two frames are uncorrelated and may indicated a scene change.

Multi-Feature Classification: It is clear that we are faced with limitations when employing color, shape and texture cues individually. Therefore, combination of two or more of these cues can serve to improve annotation and retrieval result. For instance, combination of the pixel-based color and block-based texture by logical “AND/OR” operations, combination of the independent use of region-based color, texture, and shape by an “AND/OR” operation and combination of the region-based shape, color and texture modules in a sequential fashion, etc.

3.2.2 Combine Audio and Video Information for Video Classification 

We chose audio because arbitrary content-based indexing of video is difficult (if done automatically) and costly (if done manually). Automatic indexing has thus far been successful only in constrained domains. [19] The audio stream accompanying a video sequence can provide valuable information pertaining to shot segmentation. [8]

· Joint Audio and Video Information for Video Classification: It has been noted that, depending on the video, a scene change may occur jointly with an audio silence segment. In fact, very often audio anticipates video, i.e. the audio related to the next scene starts a few seconds before the scene changes, Therefore, information on silence audio segments can be used to make the shot cuts detection more robust. [9] Furthermore, the classification will be performed on the audio signal, a general framework that uses the results of such classification will then be proposed for organizing video information. Typically, a system for shot cut detection and characterization can be summarized in two steps. First, the whole video is processed in order to detect the cuts. Then, a further processing is performed on each shot, in order to extract semantic features. A possible scheme for jointly using audio and video information for scene change detection and characterization is proposed in Figure 1.

     Video stream                                          video cuts

   

                                                                                                             Detected


                                                                                                                                scenes


     Audio stream                                           audio cuts                                 


Figure 1. Block diagram of the system approach

· Combine Audio and Visual Information for Scene Classification: Scene classification has applications for the problem of image and video database indexing. We consider two general types of features for video classification. One type is the audio feature, which are computed from low-level acoustic properties. The other one is visual features, which include color and motion. [23] Integration of audio and visual features in HMM classifier are described in this paper. Four strategies are described below:

(1) Direct Concatenation: Concatenating feature vectors from different modalities into one super vector is an easy and simple way for combing audio and visual information. The time scale of visual features is different from that of audio features. To synchronize multi-model features, we calculate the mean and variance of the most dominant color and its percentage, and the mean and the variance of the most dominant motion vector and its percentage, which correspond to the same time scale as an audio clip.

(2) Product HMM (Hidden Markov Model): By assuming the audio, color and motion features are independent of each other, we train an HMM for each of the audio, color and motion modalities separately. The observed sequences of different features are fed into the corresponding HMM. The final observation probability is computed as 
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The interaction between audio and visual information has been an interesting, yet mysterious, research field for many years. A simple example is the well known fact that the perceptual quality of video can be significantly enhanced if it is associated with high-quality sound. For human speech perception, audio-visual interaction is even more prominent.[15]

3.2.3 Video Indexing

Indexing is a traditional way to retrieve information and it has been widely applied to video database systems. In the area of video indexing and retrieval, it is recognized that text based indexing often is insufficient because of the time-consuming manual annotation process, biased subjective interpretation, and possible semantic ambiguity. Visual feature based indexing techniques have been proved to be useful and provide great complement. However, visual features tend to provide little direct links to high-level semantic concepts which are directly useful to users. One promising approach to overcoming this deficiency is to develop a hierarchical object representation model, in which video objects in different levels can be indexed, searched, and grouped to high-level concepts.[30] (Refer to Figure1)[30]

Content-based video indexing and retrieval have recently grown to active research topics due to multi-media requirements for flexible video manipulation. Since video sources contain rich information, both tasks are complicated and usually focus on specific applications, e.g. topic or scene discrimination speaker recognition, key-frame extraction.

Images and videos contain a wealth of information and thus cannot be characterized easily with a simple indexing scheme.

Accessing large image databases is a big challenge due to their sizes. Therefore automatic indexing is needed for content-based retrieval.

· Content-Based Video Indexing method: The increasing amount of digital video in multimedia databases results in a demand for techniques for automatic content-based access to video data. In the last years there have been many different approaches to content-based video indexing A rough categorization of the approaches yields two main classes. The first class of approaches mainly addresses the problem of reusing video sequence is segmented into shots and key-frame is extracted for each shot. The purpose of the second class of approaches is information retrieval. They are based on a two stage scene classification scheme. The first stage is the parsing of  the video stream, in order to extract each scene. The second stage is indexing, which assigns the scene to one of several competing classes. The main problem of these methods is that the scene extraction and scene classification are separated steps. If an error in the scene extraction occurs, the correct classification of the extracted scene will be impossible. This is a very important point, because not all scenes are separated by hard-cuts, which are easily detectable, but some are bound by edit effects, which are manifold (especially in TV news) and thus are very hard to detect. [24]

· Texture-based Image Indexing Method: A texture-based image indexing method is usually composed of three stages: The first stage aims at the description of the texture and at the extraction of efficient textural descriptors. The second stage is devoted to the division of the image in regions. Dividing an image into overlapping or non-overlapping square regions of equal dimensions is the simplest technique attaining reasonable results. The last stage consists of classification and labelling of these regions in terms of their textural content using statistical pattern recognition techniques. [26]

· Object-based Video Indexing Scheme for MPEG-4: The input stream is first broken down into smaller temporal units (in most cases, the video shots); several decision support representatives (DSR) are then selected from each of these units to represent the scene content in the temporal unit. The content of a scene is determined by the video object planes (VOPs) present and their interactions with each other; this object-based indexing approach exploits this fact and aims to pinpoint changes in content by detecting significant physical transformations each video object undergoes throughout its lifetime. Such a scheme would normally require segmentation, tracking, and identification of the individual objects in the scene. The first level of segmentation of the video stream is conducted on the video objects (VOs); the distinct temporal segments in the stream are then constructed by grouping together the information for all the Vos. The next level of temporal partitioning based on the observations made at the VO level.[36] The object-based video indexing is of utmost importance in the digital library and plays an essential role in future video indexing/processing standards, such as MPEG-7, which is to dictate the standard for the multimedia content description interface. 
4 A Hidden Markov Model (HMM) for Classification and Indexing

Hidden Markov Models are one of the most efficient tools for modelling of time-varying pattern sequences. They have been used very successfully in speech [33] and online handwriting recognition.

The extended concept of Markov models to include the case where the observation is a probabilistic function of the state – i.e., the resulting model (which is called a hidden Markov model) is a doubly embedded stochastic process with an underling stochastic process that is  not observable (it is hidden), but can only be observed through another set of stochastic processes that produce the sequence of observations.

4.1 Elements of an HMM

An HMM is characterized by the following:

· N, the number of states in the model: Although the states are hidden, for many practical applications there is often some physical significance attached to the states or to sets of states of  the model.

· M, the number of distinct observation symbols per state, i.e., the discrete alphabet size.

· The state transition probability distribution 
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· The observation symbol probability distribution in state 
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· The initial state distribution 
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For convenience, we use the compact notation 
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 to indicate the complete parameter set of the model.

4.2 Types of HMM

· Ergodic  model: An ergodic model has the property that every state  can be reached from every other state in a finite number of steps, as shown in Figure 2.

· Left-right model: Because the underlying state sequence associated with the model has the property that as time increases the state index increases (or stays the same), i.e., the states proceed from left to right.
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Figure 2 Types of HMM

Although we have dichotomised HMMs into ergodic and left-right models, there are many possible variations and combinations possible.

5 Efficient Audio and Video Classification and Indexing Using Neural Networks

In recent years, artificial neural networks (ANN) have been applied to pattern recognition and classification with some significant results achieved. More attention is being paid to practical issues as pattern classification techniques are being applied to speech, vision, robotics, and artificial intelligence applications where real-time response with complex real-world data is necessity. 

5.1 Computational Models of Neurons

McCulloch and Pitts proposed a binary threshold unit as a computational model for an artificial neuron (see figure 3).

[image: image27.png]«

w2 B
2 — - -

I~




Figure3 McCulloch-Pitts model of a neuron

This mathematical neuron computes a weighted sum of its n input signals, 
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and generates an output of 1 if this sum is above a certain threshold u. Otherwise, an output of 0 results. Mathematically,
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is the synapse weight associated with the 
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th input. The McCulloch-Pitts neuron has been generalized in many ways. An obvious one is to use the activation functions which contain threshold function, piecewise linear, sigmoid and Gaussian.

5.2 A Neural Network Architecture and Classifier

ANNS can be grouped into two categories:

· Feed-forward networks, in which graphs have no loops. It contains single-layer perceptron, multiplayer perceotron and radial basis function nets.

· Feed-back networks, in which loops occur because of feedback connections. It can be further divided into competitive networks, Kohonen’s SOM (Self-Organizing Map), Hopfield network and ART (Adaptive Resonance Theory) models.

It has been noted that the multiplayer perceptrons trained with back-propagation classifiers have been successfully used to classify speech sounds[35]. A typical three-layer feed-forward network architecture is shown in Figure 4.
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Figure 4  A typical three-layer feed-forward network architecture

Back-propagation Classifiers: Back-propagation classifiers form nonlinear discriminant functions using single- or multiplayer perceptrons with sigmoisal nonlinearities. They are trained with supervision, using gradient-descent training techniques, called back-propagation, which minimize the squared error between the actual outputs of the network and the desired outputs. Patterns are applied to input nodes that have linear transfer functions. Other nodes typically have sigmoid nonlinearities. The desired output from the output nodes is “low” (0 or 0.1) unless that node corresponds to the current input class, in which class it is “high” (1.0 or >0.9). [35]

Back-propagation algorithm:

(1) Initialize the weights to small random values

(2) Randomly choose an input pattern 
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(3) Propagate the signal forward through the network

(4) Compute
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(5)  Compute the deltas for preceding layers by propagating the errors backwards,
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(6) Update weight using
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(7) Go to step 2 and repeat for the next pattern until the error in the output layer is below a prespecified threshold or a maximum number of iterations is reached.

5.3 Application

Good classification performance requires selection of effective features and also selection of a classifier that can make good use of those features with limited training data, memory, and computing power.

In the most common family of feed-forward networks, called multiplayer perceptron (MLP) in which each computational unit employs either the thresholding function or the sigmoid function, neutrons are organized into layers that have unidirectional connections between them. MLP can forms arbitrarily complex decision boundaries and represent any Boolean function[34]. MLP can also be used to convert acoustic parameters into visual parameters. In the training phase, input patterns and output patterns are presented to the network, and back-propagation algorithm can be used to train the network weights.
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 training patterns (input-output pairs), where 
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dimensional hypercube. For classification purposes, 
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is the number of classes. The squares-error cost function most frequently used in the  ANN literature is defined as
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The back-propagation algorithm is a gradient-descent method to minimize the squared-error cost function in Equation (1).

The design choice lies on in selecting a suitable topology for the network. The number of hidden layers, and the number of nodes per layer may be experimentally determined. Furthermore, a single network can be trained to reproduce all the visual parameters, or many networks can be trained with each network estimating  single visual parameter.

6 Summary

Classification and indexing approaches of audio and video were described in this paper. Physical features can be extracted for segmenting audio and video data into useful footages, and their attributed information or annotations can be stored as indexes. The audio analysis method is capable of independently detecting music and voice in the presence of the other. Although video information is more complex than audio, we can combine audio and video information to get rather reliable classification and indexing results. In general, classification and indexing of audio and video are the main stage to manage their contents. However, video and audio classification and indexing are based on selective features and  their consistence properties over space and time. 
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