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ABSTRACT

Author Lauri Savioja
Title Modeling Techniques for Virtual Acoustics

The goal of this research has been the creation of convincing virtual
acoustic environments. This consists of three separate modeling tasks: the
modeling of the sound source, the room acoustics, and the listener. In this
thesis the main emphasis is on room acoustics and sound synthesis.

Room acoustic modeling techniques can be divided into wave-based,
ray-based, and statistical methods. Accurate modeling for the whole fre-
quency range of human hearing requires a combination of various tech-
niques, e.g., a wave-based model employed at low frequencies and a ray-
based model applied at high frequencies. An overview of these principles is
given.

Real-time modeling has special requirements in terms of computational
efficiency. In this thesis, a new real-time auralization system is presented.
A time-domain hybrid method was selected and applied to the room acous-
tic model. Direct sound and early reflections are computed by the image-
source method. They are individually auralized, i.e., rendered audible with
the addition of late reverberation, generated with a recursive digital filter
structure. The novelties of the system include implementation of a real-
time image-source method, parametrization of auralization, and update
rules and interpolation of auralization parameters. The applied interpo-
lation enables interactive movement of the listener and the sound source
in the virtual environment.

In this thesis, a specific wave-based method, the digital waveguide mesh,
is discussed in detail. The original method was developed for the two-
dimensional case, which suits, e.g., simulation of vibrating plates and mem-
branes. In this thesis, the algorithm is generalized for the N -dimensional
case. In particular, the new three-dimensional mesh is interesting since it
is suitable for room acoustic modeling. The original algorithm suffers from
direction-dependent dispersion. Two improvements to the original algo-
rithm are introduced. Firstly, a new interpolated rectangular mesh is in-
troduced. It can be used to obtain wave propagation characteristics, which
are nearly independent of the wave propagation direction. Various new in-
terpolation strategies for the two-dimensional structure are presented. For
the three-dimensional structure a linearly interpolated structure is shown.
Both the interpolated mesh, and the triangular mesh, have dispersive char-
acteristics. Secondly, a frequency-warping technique which can be used to
enhance the frequency accuracy of simulations, is illustrated.

UDK 534.84, 681.327.12, 621.39
Keywords virtual reality, room acoustics, 3-D sound, digital waveguide

mesh, frequency warping
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1 INTRODUCTION

Virtual acoustics is a broad topic including modeling of sound sources,
room acoustics and the listener. In this thesis an overview of these topics is
given. Room acoustic modeling techniques are focused upon for applica-
tion to interactive virtual reality.

1.1 Background

Traditionally, sound reproduction has been either monophonic or stereo-
phonic. For a listener this means that the sound appears to come from
one point source or from a line connecting two point sources, if the lis-
tening environment is anechoic. To create more realistic soundscapes, a
technique is required in which sounds can emanate from any direction.
This can be created with current algorithms using multichannel or head-
phone reproduction, or to a certain degree with only two loudspeakers. In
general, these latter techniques are referred to as sound spatialization or
three-dimensional (3-D) sound.

Only recently has spatial sound gained the interest it deserves. The
spatialization of sound provides the possibility of creating fully immersive
three-dimensional soundscapes. This is an important enhancement to vir-
tual reality systems, in which the main focus has traditionally been on visual
immersion.

In general, virtual acoustics has a wide range of application areas re-
lated to virtual reality. Nowadays, the most common use is entertainment,
in which 3-D sound is used widely in applications varying from computer
games to movie theaters. It is even possible to buy a sound card for a PC,
capable of creating rudimentary three-dimensional soundscapes. Other ap-
plication areas include for example tele- and videoconferencing, audio user
interfaces for blind people and aeronautical applications [1].

1.2 Modeling of Virtual Acoustics

There are three separate parts to be modeled in a virtual acoustic environ-
ment [1][P3]:

� Sound sources

� Room acoustics

� The listener

These items form a source-medium-receiver chain, which is typical for all
communication models. This is also called the auralization chain as illus-
trated in Fig. 1.1 [2][P3].

Sound source modeling consists of following two items:

� Sound synthesis

� Sound radiation characteristics

MODELING TECHNIQUES FOR VIRTUAL ACOUSTICS 13
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Figure 1.1: The process of implementing virtual acoustic environments
consists of three separate modeling tasks. The components to be modeled
are the sound source, the medium, and the receiver [2][P3].

Sound synthesis has been studied in depth, and there are various ap-
proaches to this topic. The main application has been musical instruments
and their sound synthesis. For this thesis, the most interesting technique is
physical modeling, which imitates the physical process of sound generation
[3]. The technique is eligible for sound source simulation in virtual acous-
tic environments [4]. The most commonly employed physical modeling
technique is the digital waveguide method. It is capable of real-time sound
synthesis for one-dimensional instruments, such as strings and woodwinds
[5, 3, 6, 7].

The simplest approach is to assume the sound source to be an omnidi-
rectional point source. Typically, sound sources have frequency dependent
directivity and this has to be modeled to achieve realistic results [4][P3]. For
example, typical musical instruments radiate most of the high frequency
sound to the front hemisphere of the musician and at low frequencies they
are omnidirectional. Another important aspect of sound radiation is the
shape of the source. Most sources can be modeled as point sources, but,
for example, a grand piano is so large, that it cannot be modeled as a single
point. Comprehensive studies on the physics of musical instruments and
their sound radiation are presented, e.g., in [8, 9].

In room acoustic modeling (Fig. 1.1) the sound propagation in a medi-
um, typically air, is modeled [10, 11]. This takes into account propagation
paths of the direct sound and early reflections, and their frequency depen-
dent attenuation in the air and at the boundaries. Also, the diffuse late
reverberation has to be modeled.

In multichannel reproduction the sound field is created using multi-
ple loudspeakers surrounding the listener. A similar effect can also be cre-
ated with binaural reproduction, but this requires modeling of the listener
(Fig. 1.1), in which the properties of human spatial hearing are considered.
A simple means of providing a directional sensation of sound is to model
the interaural level and time differences (ILD and ITD) as frequency inde-
pendent gain and delay differences. For high-quality auralization we also
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need head-related transfer functions (HRTF) which model the reflections
and filtering of the head, shoulders and pinnae of the listener as well as
frequency dependence of ILD and ITD [12, 11, 13, 14].

1.3 The DIVA System

The three modeling phases of Fig. 1.1 enable creation of realistic sounding
virtual acoustic environments. One such system has been implemented
at Helsinki University of Technology in the DIVA (Digital Interactive Vir-
tual Acoustics) research project [15][P3]. The aim in the DIVA project has
been to create a real-time environment for full audiovisual experience. The
system integrates the whole audio signal processing chain from sound syn-
thesis through room acoustics simulation to spatialized reproduction. This
is combined with synchronized animated motion. A practical application
of this project is a virtual concert performance [16, 17].

In Fig. 1.2 the architecture of the DIVA virtual concert performance
system is presented. There may be two simultaneous users in the system,
namely, a conductor and a listener, who may both interact with the system.
The conductor wears a tailcoat with magnetic sensors for tracking. Through
movement the orchestra may be conducted, and it may contain both real
and virtual musicians [18, 19].

In the DIVA system, animated human models are placed on stage to
play music from MIDI files [20]. The virtual musicians play their instru-
ments at a tempo and loudness guided by the conductor.

At the same time a listener may freely fly around within the concert
hall. The graphical user interface (GUI) sends the listener position data to
the auralization unit which renders the sound samples provided by phys-
ical models and a MIDI synthesizer. The auralized output is reproduced
either through headphones or loudspeakers. The developed room acoustic
model can be used both in real-time and non-real-time applications. The
real-time system has been demonstrated at several conferences [16, 21, 22].
The DIVA virtual orchestra has even given a few public performances in
Finland. Non-real-time modeling has been applied to make a demonstra-
tion video of a planned concert hall [23], for example.

1.4 Scope of the Thesis

The virtual acoustic modeling techniques presented in this thesis contain
both real-time and non-real-time algorithms. They contribute both to sound
source modeling and to room acoustic modeling.

The main algorithms discussed in this thesis are:

� Real-time room acoustic modeling and auralization based on geo-
metrical room acoustics.

� Digital waveguide mesh, which can be used to model both sound
sources and room acoustics.

The real-time auralization part discusses technical challenges concern-
ing implementation of comprehensive interactive systems such as the DIVA
system.

MODELING TECHNIQUES FOR VIRTUAL ACOUSTICS 15
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Figure 1.2: In the DIVA system a conductor may conduct musicians while
a listener may move inside the concert hall and listen to an auralized per-
formance [P3].

The digital waveguide mesh method is a modeling technique typically
applied at low frequencies and it also includes diffraction modeling. The
research presented in this thesis concentrates on improving the frequency
accuracy of the method using interpolation and frequency-warping tech-
niques.

1.5 Contents of the Thesis

This thesis is organized as follows. Chapter 2 gives an overview of room
acoustic modeling techniques. In Chapter 3, real-time modeling tech-
niques and their special requirements are presented. Chapter 4 discusses
the digital waveguide mesh method. Chapter 5 concludes the thesis.
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2 ROOM ACOUSTIC MODELING TECHNIQUES

Computers have been used for over thirty years to model room acoustics
[24, 25, 26], and nowadays computational modeling together with the scale
models are a relatively common practice in acoustic design of concert halls.
A good overview of modeling algorithms is presented in [27, 11].

Figure 2.1 presents a simplified room geometry, and propagation paths
of the direct sound and some early reflections. In the figure all the reflec-
tions are supposed to be specular. In real reflections there exists always a
diffuse component too (see, e.g., [10] for more on basics of room acoustics).

An impulse response of a concert hall can be separated into three parts:
direct sound, early reflections, and late reverberation. The response illus-
trated in Fig. 2.2(a) is a simplified one, in which there are no diffuse or
diffracted reflection paths. In real responses there would also be a diffuse
sound energy component between early reflections as shown in Fig. 2.2(b).

2.1 The Main Modeling Principles

Mathematically the sound propagation is described by the wave equation,
also known as the Helmholtz equation. An impulse response from a source
to a listener can be obtained by solving the wave equation, but it can sel-
dom be performed in an analytic form. Therefore, the solution must be
approximated and there are three different approaches in computational
modeling of room acoustics as illustrated in Fig. 2.3 [P3]:

� Wave-based methods

� Ray-based methods

� Statistical models

Figure 2.1: A simple room geometry, and visualization of the direct sound
(solid line) and one first-order (dashed line) and two second-order (dotted
line) reflections.

MODELING TECHNIQUES FOR VIRTUAL ACOUSTICS 17
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Figure 2.2: (a) An imitation of an impulse response of a concert hall. In
a room impulse response simulation, the response is typically considered
to consist of three separate parts: direct sound, early reflections and late
reverberation. In the late reverberation part the sound field is considered
diffuse. (b) A measured response of a concert hall [P3].

The ray-based methods, the ray-tracing [24, 28] and the image-source
methods [29, 30], are the most often used modeling techniques. Recently,
computationally more demanding wave-based techniques such as the fi-
nite element method (FEM), boundary element method (BEM) and finite-
difference time-domain (FDTD) methods have also gained interest [27, 31,
32][P4]. These techniques are suitable for simulation of low frequencies
only [11]. In real-time auralization the limited computation capacity calls
for simplifications, by modeling only the direct sound and early reflections
individually and the late reverberation by recursive digital filter structures.

The statistical modeling methods, such as the statistical energy analysis
(SEA) [33], are mainly applied in prediction of noise levels in coupled sys-
tems in which sound transmission by structures is an important factor. They
are not suitable for auralization purposes since typically those methods do
not model the temporal behavior of a sound field.

The goal in most room acoustics simulations has been to compute an
energy time curve (ETC) of a room (squared room impulse response), from
which room acoustical attributes, such as reverberation time (RT60), can be
derived (see, e.g., [10, 34] for more about room acoustical attributes). The
aim of this thesis is auralization, i.e., listening to the modeling results [11].
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Figure 2.3: Principal computational models of room acoustics are based
on sound rays (ray-based) or on solving the wave equation (wave-based) or
some statistical technique. Different methods can be employed together to
form a valid hybrid model [P3].

2.2 Wave-based Methods

The most accurate results can be achieved with the wave-based methods.
An analytical solution for the wave equation can be found only in rare cases
such as a rectangular room with rigid walls. Therefore numerical wave-
based methods must be applied. Element methods, such as FEM and
BEM, are suitable only for small enclosures and low frequencies due to
heavy computational requirements [11, 35]. The main difference between
these two methods is in the element structure. In FEM, the complete space
has to be discretized with elements, but instead in BEM only the bound-
aries of the space are discretized. In practice this means that matrices used
by a FEM solver are large but sparsely filled, whereas BEM matrices are
smaller and denser.

Finite-difference time-domain (FDTD) methods provide another pos-
sible technique for room acoustics simulation [31, 32]. The main principle
in the technique is that derivatives in the wave equation are replaced by
corresponding finite differences [36]. The FDTD methods produce im-
pulse responses better suited to auralization than FEM and BEM, which
typically calculate frequency domain responses [11]. One FDTD method,
the digital waveguide mesh, is presented in detail in Chapter 4. Another
similar method can be obtained by using multidimensional wave digital fil-
ters [37] which have been used, e.g., to solve partial differential equations
in general.

The main benefit of the element methods over FDTD methods is that
one can create a denser mesh structure where required, such as locations
near corners or other acoustically challenging places. Another advantage
of the element methods is the ease of making coupled models, in which
various wave propagation media are connected to each other.

MODELING TECHNIQUES FOR VIRTUAL ACOUSTICS 19



In all the wave-based methods, the most difficult part is definition of the
boundary conditions. Typically a complex impedance is required, but it is
hard to find that data from existing literature.

2.3 Ray-based Methods

The ray-based methods of Fig. 2.3 are based on geometrical room acous-
tics, in which the sound is supposed to act like rays (see, e.g., [10]). This
assumption is valid when the wavelength of sound is small compared to the
area of surfaces in the room and large compared to the roughness of sur-
faces. Thus, all phenomena due to the wave nature, such as diffraction and
interference, are ignored.

The results of ray-based models resemble the response in Fig. 2.2(a)
since the sound is treated as rays with specular reflections. Note that in
most simulation systems the result is the ETC which is the square of the
impulse response.

The most commonly used ray-based methods are the ray-tracing [24,
28] and the image-source method [29, 30]. The basic distinction between
these methods is the way the reflection paths are typically calculated. To
model an ideal impulse response all the possible sound reflection paths
should be discovered. The image-source method finds all the paths, but
the computational requirements are such that in practice only a set of early
reflections is computed. The maximum achievable order of reflections de-
pends on the room geometry and available calculation capacity. In addi-
tion, the geometry must be formed of planar surfaces. Ray-tracing applies
the Monte Carlo simulation technique to sample these reflection paths and
thus it gives a statistical result. By this technique higher order reflections
can be searched for, though there are no guarantees that all the paths will
be found.

Ray-tracing Method
Ray-tracing is a well-known algorithm in simulating the behavior of an
acoustic space [24, 28, 38, 39]. There are several variations of the algo-
rithm, which are not all covered here. In the basic algorithm the sound
source emits sound rays, which are then reflected at surfaces according to
specular reflection and the listener keeps track on which rays have pene-
trated it as audible reflections. The way sound rays are emitted can either
be predefined or randomized [28]. A typical goal is to have a uniform dis-
tribution of rays over a sphere. By use of a predefined distribution of rays a
superior solution can be achieved with fewer rays.

The specular reflection rule is most common, in which the incident an-
gle of an incoming ray is the same as the incident angle of the outgoing ray.
More advanced rules which include for example some diffusion algorithm
have also been studied (see, e.g., [40, 41]).

The listeners are typically modeled as volumetric objects, like spheres
or cubes, but the listeners may also be planar. In theory, a listener can
be of any shape as far as there are enough rays to penetrate the listener to
achieve statistically valid results. In practice a sphere is in most cases the
best choice, since it provides an omnidirectional sensitivity pattern and it is
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Figure 2.4: The direct sound and first- and second-order reflection paths
in a concert hall obtained by a ray-tracing simulation. The source and the
listener are denoted by S and L, respectively.

easy to implement.
Figure 2.4 presents a model of a concert hall with direct sound and all

the first- and second-order reflection paths obtained by ray-tracing. The
geometrical model of the hall contains ca. 300 polygons and 40,000 rays
were emitted uniformly over a sphere. The model represents the Sigyn
concert hall in Turku, Finland [42].

Image-source Method
From a computational point of view the image-source method is also a
ray-based method [43, 29, 30, 44, 45, 46]. The basic principle of the image-
source method is presented in Fig. 2.5. Reflected paths from the real source
are replaced by direct paths from reflected mirror images of the source.

Figure 2.5 contains a section of a simplified concert hall consisting of
a floor, ceiling, back wall, and balcony. Image sources Sc and Sf represent
reflections produced by the ceiling and the floor. There is also a second-
order image source Sfc which is the reflected image of Sf with respect
to the ceiling. After finding the image sources a visibility check must be
performed. This indicates whether there is an unoccluded path from the
source to the listener. This is done by forming the actual reflection path
(Pc, Pfc and Pf in Fig. 2.5) and checking that it does not intersect any
surface in the room. In Fig. 2.5, the image sources Sc and Sfc are visible
to the listener L whereas the image source Sf is hidden under the balcony
since the path Pf is intersecting it. It is important to notice that locations
of the image sources are not dependent on the listener’s position and only
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Figure 2.5: In the image-source method the sound source is reflected at
each surface to produce image sources which represent the correspond-
ing reflection paths. The image sources Sc and Sfc representing first- and
second-order reflections from the ceiling are visible to the listener L while
the reflection from the floor Pf is obscured by the balcony [P3].

the visibility of each image source may change when the listener moves.
Figure 2.6 illustrates the first- and second-order image sources in a con-

cert hall. The simulation setup is similar to the one presented in the previ-
ous section concerning ray-tracing (see Fig. 2.4).

There are also hybrid models, in which ray-tracing and image-source
method are applied together [47, 48, 41]. Typically early reflections are cal-
culated with image sources due to its accuracy in finding reflection paths.
The number of image sources grows exponentially as a function of order
of reflections, and it is computationally inefficient to use the image-source
method to find the higher order reflections. Therefore, later reflections are
handled with ray-tracing. Hybrid methods can be extended also to contain
some wave-based methods for low frequencies [49, 32].
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Figure 2.6: The computed image sources in a concert hall. All the visi-
ble first-order and second-order image sources are shown as spheres. The
source and the listener are denoted by S and L, respectively.
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3 REAL-TIME INTERACTIVE ROOM ACOUSTIC MODELING

The acoustic response perceived by the listener in a space varies according
to the source and receiver positions and orientations. For this reason an
interactive auralization model should produce an output which depends
on the dynamic properties of the source, receiver, and environment. In
principle, there are two different ways to achieve this goal. The methods
presented in the following are called direct room impulse response render-
ing and parametric room impulse response rendering [P3].

The direct room impulse response rendering technique is based on bin-
aural room impulse responses (BRIR) which are obtained a priori, either
from simulations or from measurements. This method is suitable for static
auralization purposes, but it cannot be used for interactive dynamic simu-
lations. By interactive it is implied that users have the possibility to move
around in a virtual hall and listen to the acoustics of the room at arbitrary
locations in real-time.

A more robust way for dynamic real-time auralization is to use a para-
metric room impulse response rendering method. In this technique the
BRIRs at different positions in the room are not pre-determined. The re-
sponses are formed in real-time by interactive simulation. The actual ren-
dering process is performed in several parts. The initial part consists of
direct sound and early reflections, and latter part represents the diffuse re-
verberant field.

The parametric room impulse response rendering technique can be fur-
ther divided into two categories: the physical and the perceptual approach
[50]. The physical modeling approach relates acoustical rendering to the
visual scene. This involves modeling individual sound reflections off the
walls, modeling sound propagation through objects, simulating air absorp-
tion, and rendering late diffuse reverberation, in addition to the 3-D posi-
tional rendering of source locations. The perceptual approach [50] investi-
gates the perception of spatial audio and room acoustical quality.

In this chapter the auralization unit of the DIVA system (see, Fig. 1.2) is
discussed [15][P1,P2,P3]. It is based on parametric room impulse response
rendering using the physical approach. In the DIVA system, various real-
time and non-real-time techniques are used to model room acoustics as
illustrated in Fig. 3.1 [P3].

Performance issues play an important role in a real-time application.
Therefore there are quite few alternative modeling methods available. The
real-time auralization algorithm of the DIVA system uses the image-source
method to calculate the early reflections and an artificial late reverbera-
tion algorithm to simulate the diffuse reverberant field. The image-source
model was chosen since both the ray-tracing and the digital waveguide
mesh method are too slow for real-time purposes.

The artificial late reverberation algorithm is parametrized based on room
acoustical attributes obtained by non-real-time room acoustic simulations
or measurements. The non-real-time calculation method is a hybrid tech-
nique containing digital waveguide mesh for low frequencies and ray-tracing
for higher frequencies.

MODELING TECHNIQUES FOR VIRTUAL ACOUSTICS 25



RAY TRACINGIMAGE-SOURCE

AURALIZATION

DIFFERENCE
METHODMETHOD

NON-REAL-TIME ANALYSISREAL-TIME SYNTHESIS

ACOUSTICAL ATTRIBUTES

REVERBERATION

ARTIFICIAL LATEDIRECT SOUND AND

EARLY REFLECTIONS

OF THE ROOM

MEASUREMENTS

ROOM GEOMETRY

MATERIAL DATA

Figure 3.1: Computational methods used in the DIVA system. The model
is a combination of real-time image-source method and artificial late rever-
beration which is parametrized according to room acoustical parameters
obtained by simulations or measurements [P3].

3.1 Image-source Method

The implemented image-source algorithm is quite traditional and follows
the method presented earlier in Section 2.3. However, there are some en-
hancements to achieve a better performance level [P2,P3].

In the image-source method, the number of image sources grows expo-
nentially with the order of reflections. However, only some of them actually
are effective because of occlusions. To reduce the number of potential im-
age sources to be handled, only the surfaces that are at least partially visible
to the sound source are examined. This same principle is also applied to
image sources. The traditional way to examine the visibility is to analyze
the direction of the normal vector of each surface. The source might be
visible only to those surfaces which have the normal pointing towards the
source [30]. After that check there are still unnecessary surfaces in a typical
room geometry. The novel method to enhance the performance further
is to perform a preprocessing run with ray-tracing to statistically check the
visibilities of all surface pairs. The result is a Boolean matrix where item
M(i; j) indicates whether surface i is at least partially visible to surface j or
not. Using this matrix the number of possible image source can be remark-
ably reduced [51].

One of the most time consuming procedures in an interactive image-
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Figure 3.2: An example of a second-order reflection path [54, 55].

source method is the visibility check of image sources which must be per-
formed each time the listener moves. This requires a large number of inter-
section calculations of surfaces and reflection paths. To reduce this, some
advanced data structures can be applied. As a new improvement the au-
thor has chosen to use a geometrical directory EXCELL [52, 53]. The
method is based on regular decomposition of space and it employs a grid
directory. The directory is refined according to the distribution of data. The
addressing of the directory is performed with an extendible hashing func-
tion [51][P3].

3.2 Auralization

In the auralization, the direct sound and early reflections are handled in-
dividually. To obey the law of nature, the direct sound and each reflection
have to have appropriate distance attenuation (1=r-law), air absorption, and
absorption caused by reflecting surfaces. Typically, all these effects can ef-
ficiently be modeled by low-order digital filters.

Figure 3.2 illustrates one second-order reflection path and the applied
auralization filters. All such filters are linear in nature, such that they can be
performed in an arbitrary order. The best performance is obtained when all
the similar filters are cascaded. In the case presented in Fig. 3.2 the filters
for reflection path k are:

� Directivity of the source 1, Dk(z)

� Air absorption, Ak(z) for propagation path 2 + 4 + 6

� 1=r-law distance attenuation and propagation delay, gkz�Mk for prop-
agation path 2 + 4 + 6

� A second-order wall reflection, Rk(z) from surfaces 3 and 5

� Listener model Fk(z) for two-channel reproduction
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Figure 3.3: Structure of the auralization process in the DIVA system for
headphone listening [P3].

The structure of the auralization process in the DIVA system is pre-
sented in Fig. 3.3. The audio input is fed to a delay line. This corresponds
to the propagation delay from the sound source and each image source to
the listener. In the next phase all of the sources are filtered with filter blocks
Tk, where k = 0; 1; 2; :::; N . Each Tk contains the filters Dk(z), Ak(z),
gkz

�Mk , and Rk(z) described above, except that Rk(z) is not applied to
the direct sound.

The signals produced by Tk(z) are filtered with listener model filters
Fk(z), which create the binaural spatialization. This is summed with the
output of the reverberator R. The listener model is not applied to the mul-
tichannel reproduction [P3].

Air Absorption
The absorption of sound in the transmitting medium (normally air) de-
pends mainly on the distance, temperature, and humidity. There are var-
ious factors which participate in absorption of sound in air [10]. In a typ-
ical environment the most important is the thermal relaxation. The phe-
nomenon is observed as an increasing low-pass filtering as a function of
distance from the sound source. Analytical expressions for attenuation of
sound in air as a function of temperature, humidity and distance have been
published in, e.g., [56].

Based on the standardized equations for calculating air absorption [57],
transfer functions for various temperature, humidity, and distance values
were calculated, and second-order IIR filters were fitted to the resulting
magnitude responses [P6]. Results of modeling for six distances from the
source to the receiver are illustrated in Fig. 3.4(a). In Fig. 3.4(b), the effect
of distance attenuation (according to 1=r-law) has been added to the air
absorption filter transfer functions.

Material Reflection Filters
The problem of modeling the sound wave reflection from acoustic bound-
ary materials is complex. The temporal or spectral behavior of reflected
sound as a function of incident angle, the scattering and diffraction phe-
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Figure 3.4: (a) Magnitude of air absorption filters as a function of distance
(1m-50m) and frequency. The continuous line represents the ideal re-
sponse and the dashed line is the filter response. For these filters the air
humidity is chosen to be 20% and temperature 20ÆC. (b) Magnitude of
combined air absorption and distance attenuation filters as a function of
distance (1m-50m) and frequency [P6,P3].

nomena, etc., make it impossible to develop numerical models that are
accurate in all aspects. For the DIVA system, computationally simple low-
order filters were designed. Furthermore, the modeling was restricted to
only the angle independent absorption characteristics [P6].

As an example, two reflection filters are depicted in Fig. 3.5. The mag-
nitude responses of first-order and third-order IIR filters designed to fit the
corresponding target values are shown. Each set of data is a combination
of two materials (second-order reflection): a) plasterboard on frame with
13 mm boards and 100 mm air cavity [58], and glass panel (6+2+10 mm,
toughened, acousto-laminated) [42], b) plasterboard (same as in previous)
and 3.5-4 mm fibreboard with holes, 25 mm cavity with 25 mm mineral
wool [58].

Late Reverberation
The late reverberant field of a room is often considered nearly diffuse and
the corresponding impulse response exponentially decaying random noise
[59]. Under these assumptions the late reverberation does not have to be
modeled as individual reflections with certain directions. Instead, the re-
verberation can be modeled using recursive digital filter structures, whose
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response models the characteristics of real room responses, such as the fre-
quency dependent reverberation time. Producing incoherent reverberation
with recursive filter structures has been studied, e.g., in [59, 60, 61, 62]. A
good summary of reverberation algorithms is presented in [63].

The following four aims are essential in late reverberation modeling
[59]:

1. The impulse response should be exponentially decaying with a dense
pattern of reflections, to avoid fluttering in the reverberation.

2. Frequency domain characteristics should be similar to a concert hall
which ideally has a high modal density especially at low frequencies.
No modes should be emphasized more than the others to avoid col-
oration of the reverberated sound, or ringing tones in the response.

3. The reverberation time has to decrease as a function of frequency
to simulate the air absorption and low-pass filtering effect of surface
material absorption.

4. The late reverberation should produce partly incoherent signals at
the listener’s ears to attain a good spatial impression of the sound
field.

In the DIVA system, a reverberator containing 4 to 8 parallel feedback
loops is used [64]. This is a simplification of the feedback delay networks
[61], and it fulfills all the afore mentioned criteria [P3].
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Figure 3.6: A typical 8-loudspeaker setup for VBAP reproduction. The
listener can be in any place inside the hemisphere surrounded by the loud-
speakers [68].

Reproduction
Reproduction schemes of virtual acoustic environments can be divided to
the following categories [11]: 1) binaural (headphones), 2) crosstalk can-
celed binaural (two loudspeakers), and 3) multichannel reproduction. Bin-
aural processing refers to three-dimensional sound image production for
headphone or two-channel loudspeaker listening. For loudspeaker repro-
duction of binaural signals, a cross-talk canceling technology is required
[65, 63]. The most common multichannel 3-D reproduction techniques
applied in virtual reality systems are Ambisonics [66, 67] and vector base
amplitude panning (VBAP) [68].

The DIVA system is capable of both binaural and multichannel loud-
speaker reproduction. The binaural reproduction is based on head-related
transfer functions (HRTF) [69, 70, 14], which are individual transfer func-
tions for free-field listening conditions [12]. The binaural listening has been
implemented for both headphones and two loudspeakers.

The multichannel reproduction in the DIVA system employs the vector
base amplitude panning (VBAP) technique [68, 71]. This method enables
arbitrary positioning of multiple loudspeakers and it is computationally ef-
ficient. Figure 3.6 [68] illustrates one possible loudspeaker configuration
for eight channel reproduction.

3.3 Auralization Parameters

In the DIVA system the listener’s position in the virtual room is determined
by the graphical user interface (GUI, see Fig. 1.2). The GUI sends the
movement data to the room acoustics simulator, which calculates the visi-
ble image sources in the space under study. To calculate the image sources
the model needs the following information [P1]:
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� Geometry of the room

� Materials of the room surfaces

� Location and orientation of each sound source

� Location and orientation of the listener

The orientations of the listener and source in the previous list are rel-
ative to the room coordinate system. The image-source model calculates
positions and relative orientations of real and image sources with respect to
the listener. Data of each visible source is sent to the auralization process.
This novel set of auralization parameters is [15][P1,P3]:

� Distance from the listener

� Azimuth and elevation angles with respect to the listener

� Source orientation with respect to the listener

� Set of filter coefficients which describe the material properties in re-
flections

In the auralization process, the parameters affect coefficients of filters
in filter blocks Tk and Fk and pick-up point from the input delay line in
Fig. 3.3.

The number of auralized image sources depends on the available com-
puting capacity. In the DIVA system typically parameters of 10-20 image
sources are passed forward.

The novel strategy for handling multiple simultaneous sound sources
is presented in [P2]. The basic idea is to handle direct sound from each
source individually. The image sources are formed by summing multiple
sources to a single source if the sources are close to each other. Otherwise
image sources of each real source are treated individually.

Updating the Auralization Parameters
The auralization parameters change whenever the listener moves in the
virtual space. The update rate of auralization parameters must be high
enough to ensure the quality of auralization is not degraded. According to
Sandvad [72] rates above 10 Hz can be used. In the DIVA system a rate of
20 Hz is typically applied.

In a changing environment there are a few different situations which
may cause recalculation of auralization parameters [P1,P3]. The main
principle in the updating process is that the system must respond within
a tolerable latency to any changes in the environment. That is reached
by gradually refining calculation. In the first phase only the direct sound
is calculated and its parameters are passed to the auralization process. If
there are no other changes waiting to be processed, first-order reflections
are calculated and then second-order, and so on.

In Table 3.1, the different cases concerning image source updates are
listed. If the sound source moves, all image sources must be recalculated.
The same also applies to the situation when reflecting walls in the envi-
ronment move. Whenever the listener moves the visibilities of all image
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Recalculate Recheck Update
locations visibilities orientations

Change in the room geometry X X X
Movement of the sound source X X X
Turning of the sound source X
Movement of the listener X X
Turning of the listener X

Table 3.1: Required recalculations of image sources in an interactive sys-
tem [P3].

sources must be validated. The locations of the image sources do not vary
and therefore there is no need to recalculate them. If the listener turns
without changing position there are no changes in the visibilities of the im-
age sources. Only the azimuth and elevation angles must be recalculated.

During listener or source movements there are often situations where
some image sources abruptly become visible while some others become
invisible. This is due to the assumption that sources are infinitely small
points and also due to the lack of diffraction in the acoustic model. The
changes in visibilities must be auralized smoothly to avoid discontinuities
in the output signal, causing audibly disturbing clicks. The most straight-
forward method is to fade in the new sources and fade out the ones which
become invisible.

Lower and upper limits for the duration of fades are determined by au-
ditory perception. If the time is too short, the fades are observed as clicks. In
practice the upper limit is dictated by the rate of updates. In the DIVA sys-
tem, the fades are performed according to the update rate of all auralization
parameters. In practice, 20 Hz has been found to be a good value.

Interpolation of Auralization Parameters
In an interactive simulation the auralization parameters change whenever
there is a change in listener’s location or orientation in the modeled space.
There are various methods of how the changes can be utilized. The topic
of interpolating and commuting filter coefficients in auralization systems is
discussed, for example, by Jot et al. [73]. The methods described below
are applicable if the update rate is high enough, e.g., 20 Hz as in the DIVA
system. Otherwise more advanced methods including prediction should be
employed in order to keep latencies tolerable.

The interpolation strategy of the DIVA system [P3] is based on ideas
presented by Foster et al. [74] and Begault [1]. The main principle in all
the parameter updates is that the change must be performed so smoothly
that the listener cannot perceive the exact update time.

Updating Filter Coefficients
In the DIVA system, coefficients of all the filters are updated immediately
each time a new auralization parameter set is received. The filters for each
image source include:
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� Sound source directivity filter

� Air absorption filter

� HRTF filters for both ears

For the source directivity and air absorption the filter coefficients are
stored with such a dense grid that there is no need to interpolate between
data points. Instead, the coefficients of closest data point are utilized.
The HRTF filter coefficients are stored in a table with grid of azimuth
�grid = 10Æ and elevation �grid = 15Æ angles. This grid is not dense
enough that the coefficients of nearest data point could be used. Therefore
the coefficients are calculated by bilinear interpolation from the four near-
est available data points [1]. Since the HRTFs are minimum-phase FIRs
this interpolation can be applied [2]. The interpolation scheme for point E
located at azimuth angle � and elevation � is:

hE(n) = (1� c�)(1� c�)hA(n) + c�(1� c�)hB(n)+
c�c�hC(n) + (1� c�)c�hD(n)

(3.1)

where hA; hB ; hC ; and hD are hE ’s four neighboring data points as illus-
trated in Fig. 3.7, n goes from 1 to the number of taps of the filter, and c�
is the azimuth interpolation coefficient (�mod �grid)=�grid. The elevation
interpolation coefficient is obtained similarly c� = (�mod �grid)=�grid.

Interpolation of Gains and Delays
All the gains and delays are linearly interpolated and changed at every
sound sample between two updates. These interpolated parameters for
each image source are:

� Distance attenuation gain (1=r-law)

� Fade-in and fade-out gains
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Figure 3.7: HRTF filter coefficients corresponding to point hE at azimuth �
and elevation � are obtained by bilinear interpolation from measured data
points hA, hB , hC , and hD [P3].
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� Propagation delay

� ITD

Interpolation in different cases is illustrated in Figs. 3.8, 3.9, and 3.10.
In all of the examples the update rate of auralization parameters and thus
also the interpolation rate is 20 Hz, i.e., all interpolations are done in a pe-
riod of 50 ms. The linear interpolation of the gain factor is straightforward.
This technique is illustrated in Fig. 3.8, where the gain is updated at times
0 ms, 50 ms, 100 ms, and 150 ms from value A0 to A3.

Interpolation of delays, namely the propagation delay and ITD, deserve
a more thorough discussion. Each time the listener moves closer to or
further from the sound source the propagation delay changes. In terms of
implementation, it means a change in the length of a delay line. In the
DIVA system, the interpolation of delays is performed in two steps. The
applied technique is presented in Fig. 3.9. The figure represents a sampled
signal in a delay line. The delay is linearly changed from value D1 to the

{
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Figure 3.9: In the interpolation of delays a first-order FIR fractional delay
filter is applied. In the figure there is a delay line that contains samples
(...,s1,s2,...) and output value sout corresponding to the required delay D
is found as a linear combination of s1 and s2 [P3].
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Figure 3.10: The need for interpolation of delay can be seen at updates
occurring at 50 ms and 100 ms. In the first focused set there is a clear
discontinuity in the signal at those times. The lower figure is the continuous
signal obtained with interpolation [P3].

new value D2 such that interpolation coefficient �1 linearly goes from 0
to 1 during the 50 ms interpolation period and D represents the required
delay at each time. In the first step the interpolated delay D is rounded so
that two neighboring samples are found (samples s1 and s2 in Fig. 3.9). In
the second step a first-order FIR fractional delay filter with coefficient �2 is
employed to obtain the final interpolated value (sout in Fig. 3.9).

Accurate implementation of fractional delays would need a higher or-
der filter [75]. The linear interpolation is found to be good enough for the
purposes of the DIVA system, although it introduces some low-pass filter-
ing. To minimize the low-pass filtering the fractional delays are applied
only when the listener moves. At other times, the sample closest to the ex-
act delay is used to avoid low-pass filtering. This same technique is applied
with the ITDs.
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In Fig. 3.10 there is a practical example of interpolation of delay and
gain. There are two updates at times 50 ms and 100 ms. By examining the
waveforms one can see that without interpolation there is a discontinuity in
the signal while the interpolated signal is continuous.

The applied interpolation technique results in Doppler effect at fast
movements [76]. Without the interpolation of delay each update would
probably result in a transient sound. A constant update rate of parameters
is essential to produce a natural sounding Doppler effect. Otherwise some
fluctuation to the perceived sound is introduced. This corresponds to a
situation in which the observer moves at alternating speed [P3].

3.4 Latency

The effect of the update rate of auralization parameters, latency, and spa-
tial resolution of HRTFs on perceived quality have been studied by, e.g.,
Sandvad [72] and Wenzel [77, 78]. From the perceptual point of view,
the most significant parameters are the update rate and latency. The two
are not completely independent variables, since a slow update rate always
introduces additional time lag. The above mentioned studies are focused
on the accuracy of localization, and Sandvad [72] states that the latency
should be less than 100 ms. In the DIVA system, the dynamic localization
accuracy is not a crucial issue, the most important factor being the latency
between visual and aural outputs when either the listener or some sound
source moves thus causing a change in auralization parameters. According
to observations made with the DIVA system this time lag can be slightly
larger than 100 ms without noticeable drop in perceived quality. Note that
this statement holds only for updates of auralization parameters in this par-
ticular application, in other situations the synchronization between visual
and aural outputs is much more critical such as lip synchronization with fa-
cial animations or if more immersive user interfaces, such as head-mounted
displays, are used (see, e.g., [79, 80]).

The major components of latency in the auralization of the DIVA sys-
tem are the processing and data transfer delays and bufferings. The total
accumulation chain of these is shown in Fig. 3.11. The latency estimates
presented in following are based on simulations made with a similar config-
uration as in Fig. 1.2 containing one Silicon Graphics O2 and two Octanes
connected by 10Mb Ethernet. The numbers shown in Fig. 3.11 represent
typical values, not the worst case situations.

Delays in Data Transfers
There are three successive data transfers before a user’s movement is heard
as a new soundscape. The transfers are:

� GUI sends data of user’s action to image-source calculation

� Image-source calculation sends new auralization parameters to the
auralization unit

� Auralization sends new auralized material to sound reproduction
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Figure 3.11: There are various components in the DIVA system which in-
troduce latency to the system. The most significant ones are caused by
bufferings [P3].

The two first data transfers are realized by sending one datagram mes-
sage through the Ethernet network. A typical duration of one transfer is 1-3
ms. Occasionally, much longer delays of up to 40 ms may occur. Some
messages may even get lost or duplicated due to the chosen communica-
tion protocol. Fortunately, in an unoccupied network these cases are rare.
The third transfer is implemented as a memory to memory copy instruction
inside the computer and the delay is negligible.

Buffering
In the auralization unit, the processing of audio is buffered. The reason for
such audio buffering lies in the system performance. Buffered reading and
writing of audio sample frames is computationally cheaper than performing
these operations sample per sample. Another reason is the UNIX operating
system. Since the operating system is not designed for strict real-time per-
formance and the system is not running in a single-user mode, there may be
other processes which occasionally require resources. Currently, an audio
buffering for reading, processing and writing is done with an audio block
size of 50 ms. The latency introduced by this buffering is between 0 ms and
50 ms due to the asynchronous updates of auralization parameters.

In addition to buffered processing of sound material, the sound repro-
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duction must also be buffered due to the same reasons described above.
Currently an output buffer of 100 ms is used. At worst this can introduce
an additional 50 ms latency, when processing is done with 50 ms block size.

Delays Caused by Processing
In the DIVA system, there are two processes, the image-source calculation
and auralization, which contribute to the latency occurring after the GUI
has processed a user’s action.

The latency caused by the image-source calculation depends on the
complexity of room geometry and number of required image sources. As
a case-study, a concert hall with ca. 500 surfaces was simulated and all the
first order reflections were searched. A listener movement causing visibility
check for the image sources took 5-9 ms depending on the listener’s loca-
tion.

The processing time of one audio block in auralization must be on aver-
age less than or equal to the length of the audio block, otherwise the output
buffer underflows and this is heard as a disturbing click. Thus the delay
caused by actual auralization is less than 50 ms in the DIVA system.

In addition, the fades increase the latency. Each change is fully applied
only after the complete interpolation period of 50 ms in the DIVA system.

Total Latency
Altogether in a typical situation the DIVA system runs smoothly and pro-
duces continuous output with 110� 160� 50 ms latency as illustrated in
Fig. 3.11. However, in the worst case the latency is more than 200 ms which
may cause a buffer underflow resulting in a discontinuity in the auralized
sound. If less latency is required, the buffers, which cause most of the de-
lays, can be shortened. However, then the risk of discontinuous sound is
increased.

The latency depends much on the underlying hardware platform in-
cluding both computers and the network. With dedicated servers and net-
work the system can run with remarkably shorter delays, since the audio
buffers can be kept shorter [P3].
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4 DIGITAL WAVEGUIDE MESH METHOD

The digital waveguide mesh method is a variant of the FDTD methods,
but it originates in the field of digital signal processing (DSP) [81, 82]. It is
designed for efficient implementation and it also provides the possibility to
expand the method with other DSP techniques.

In this chapter, the basics of digital waveguide mesh method are pre-
sented and the accuracy of various mesh topologies is analyzed. An opti-
mally interpolated structure is introduced as well as a frequency-warping
technique which enhances the frequency accuracy of the method. Also the
issue of boundary conditions is discussed. The discussion mainly consid-
ers the two-dimensional mesh, which can be employed, e.g., for the sim-
ulation of vibrating plates. The three-dimensional version is suitable for
room acoustic simulations, for example. The author has applied the digital
waveguide mesh method for simulation of a loudspeaker enclosure [83],
in the design of a listening room [84, 85], and in simulation of various dif-
fuser structures [86]. Other application areas of digital waveguide meshes
include, e.g., simulation of musical instruments [87, 88, 89, 90], and usage
of a 2-D mesh as a multi-channel reverberator [91, 92, 93].

4.1 Digital Waveguide

The main contributor to the theory of digital waveguides has been Smith
[94, 5, 95]. The method was first applied to artificial reverberation [96],
although nowadays the main application is simulation of one-dimensional
resonators [5, 97, 3, 6, 7].

A digital waveguide is a bidirectional digital delay line as illustrated in
Fig. 4.1. The state of the system is obtained by summing the two wave
components traveling to opposite directions

y(x; t) = y+(x; t) + y�(x; t): (4.1)

It can be shown that the digital waveguide is an exact solution to the wave
equation up to the Nyquist limit.

+

-y (x,t)

y (x,t)
z-1

z-1z-1 z-1

z-1 z z-1

-1

-1

z

Figure 4.1: A digital waveguide is formed of two delay lines with opposite
wave propagation directions. The sum of the two components y+(x; t) and
y�(x; t) represents the state of the digital waveguide at location x at time t.
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Figure 4.2: In the original 2-D digital waveguide mesh each node is con-
nected to four neighbors with unit delays [82][P10].

4.2 Digital Waveguide Mesh

A digital waveguide mesh [81, 82] is a regular array of discretely spaced
1-D digital waveguides arranged along each perpendicular dimension, in-
terconnected at their intersections. A two-dimensional case is illustrated
in Fig. 4.2. The resulting mesh of a 3-D space is a regular rectangular
grid in which each node is connected to its six neighbors by unit delays
[81, 98][P4].

Two conditions must be satisfied at a lossless junction connecting lines
of equal impedance [81]:

1. Sum of inputs equals the sum of outputs (flows add to zero).

2. Signals at each intersecting waveguide are equal at the junction (con-
tinuity of impedance).

Based on these conditions the author has derived a difference equation for
the nodes of an N -dimensional rectangular mesh [P4]:

pk(n) =
1

N

2NX
l=1

pl(n� 1)� pk(n� 2) (4.2)

where p represents the sound pressure at a junction at time step n, k is the
position of the junction to be calculated and l represents all the neighbors
of k. This equation is equivalent to a difference equation derived from the
Helmholtz equation by discretizing time and space. The update frequency
of an N -dimensional mesh is:

fs =
c
p
N

�x
� 588:9

�x
Hz (4.3)
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where c represents the speed of sound in the medium and �x is the spatial
sampling interval corresponding to the distance between two neighboring
nodes. The approximate value stands for a typical room simulation (c =
340m=s;N = 3). That same frequency is also the sampling frequency of
the resulting impulse response.

An inherent problem with the digital waveguide mesh method is the
direction dependent dispersion of wavefronts [81, 99, 88]. High-frequency
signals parallel to the coordinate axes are delayed, whereas diagonally the
waves propagate undistorted. This effect can be reduced by employing
structures other than the rectangular mesh, such as triangular or tetrahedral
meshes [99, 87, 88, 89], or by using interpolation methods [100][P5,P7,P10].

The accuracy of the digital waveguide mesh depends primarily on the
density of the mesh. Due to the dispersion, the original model is useful
in high-accuracy simulations only at frequencies well below the update fre-
quency fs of the mesh. In the estimation of room acoustical attributes
phase errors are not severe and results may be used up to one tenth of the
update frequency. In that case, there are at least six mesh nodes per wave-
length. For auralization purposes the valid frequency band is more limited.

4.3 Mesh Topologies

Rectangular Mesh Structure
The rectangular mesh structure, illustrated in Fig. 4.2, is the original topol-
ogy proposed for a digital waveguide mesh [81, 82].

The main problem with this structure is the direction-dependent disper-
sion which increases with frequency. The dispersion error of the original
2-D digital waveguide mesh has been analyzed in [81, 82]. The main prin-
ciple in the applied Von Neumann analysis [36] is the two-dimensional
discrete-time Fourier transform of the difference scheme with sampling in-
terval T . In the transform, the point (�1; �2) in the two-dimensional fre-
quency space corresponds to the spatial frequency � =

p
�21 + �22 . After the

Fourier transform, the scheme can be represented by means of the spectral
amplification factor g(�1; �2). The stability and dispersion characteristics
of the scheme may be analyzed when the amplification factor is presented
as g(�1; �2) = jg(�1; �2)je�j2��c0(�1;�2)T , where c0(�1; �2) represents the
phase velocity in the direction � = arctan (�2=�1). For the original dif-
ference scheme, the Fourier transform is as presented by Van Duyne and
Smith [82]:

P (n; �1; �2) = b(�1; �2)P (n� 1; �1; �2)� P (n� 2; �1; �2) (4.4)

where b is

b(�1; �2) =
1
2
(ej!1cT + ej!2cT + e�j!1cT + e�j!2cT ) =
cos (!1cT ) + cos (!2cT )

(4.5)

in which !1 = 2��1 and !2 = 2��2. The same equation can be expressed
by means of the amplification factor g(�1; �2) as follows:

g(�1; �2)
nP (0; �1; �2) =

b(�1; �2)g(�1; �2)
n�1P (0; �1; �2)� g(�1; �2)

n�2P (0; �1; �2)
(4.6)
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The amplification factor thus is

g(�1; �2) =
1

2
b(�1; �2)� 1

2
j
p
4� b(�1; �2)2 (4.7)

The difference scheme (4.2) is stable since

jg(�1; �2)j =
r

1

4
b(�1; �2)2 +

1

4
[4� b(�1; �2)2] = 1 (4.8)

as shown in [82]. The wave propagation speed of the scheme can now be
calculated from the equation

2��c0(�1; �2)T = 6 g(�1; �2) = arctan

p
4� b(�1; �2)2

b(�1; �2)
(4.9)

The desired wave propagation speed in the mesh is c = 1=(
p
2T ), so that

waves propagate one diagonal unit in two time steps. The ratio of the actual
speed to the desired speed is represented by the dispersion factor [89]

k(�1; �2) =
c0(�1; �2)

c
=

p
2

2��
arctan

p
4� b(�1; �2)2

b(�1; �2)
: (4.10)

The dispersion factor is a function of spatial frequency. However, it is pre-
sented in Fig. 4.3 as a function of the normalized temporal frequency f ,
since the resulting audio signals are also available as a function of f . In
the figure, the center point (0; 0) represents the DC component, and the
distance from the center is directly proportional to the actual temporal fre-
quency such that f = c�, and 6 (�1; �2) determines the propagation direc-
tion.

There is no dispersion in diagonal directions (�min;rect = 6 (�1; �2) =
�=4� k�=2, where k = 0; 1, or 2), but in all other directions there is some
dispersion, as illustrated in Fig. 4.3. The maximal error is obtained in the
axial directions (�max;rect = 6 (�1; �2) = �k�=2, where k = 0; 1, or 2).
The response of the rectangular digital waveguide mesh begins to repeat at
normalized temporal frequency 0:25, represented by an emphasized circle
in Fig. 4.3(b) [81, 99]. Figure 4.4(a) illustrates maximal and minimal rela-
tive frequency errors (RFE) in the original structure. The RFE is obtained
as follows:

E(�1; �2) =
k(�1; �2)� kDC

kDC
� 100% (4.11)

where kDC = lim�1;�2!0 k(�1; �2). Note that the result is presented as a
function of normalized spatial frequency f = c�.

Triangular Mesh Structure
Alternative sampling lattices have been studied to obtain more uniform
wave propagation characteristics in all directions. When the sampling of
the surface is hexagonal such that N = 6 in (4.2), the triangular digital
waveguide mesh is obtained [87, 88, 89], as illustrated in Fig. 4.5. This
structure has better dispersion characteristics than the rectangular mesh.
The same dispersion analysis as presented for the rectangular mesh is valid
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Figure 4.6: Wave propagation speed in the triangular digital waveguide
mesh [P10].

for the triangular mesh. The only difference is that b in (4.10) obtains a
new formulation:

b(�1; �2) =
2
3
[cos (!1cT ) + cos (!1cT=2 +

p
3!2cT=2)+

cos (!1cT=2�
p
3!2cT=2)]

(4.12)

The resulting dispersion factor presented in Fig. 4.6 shows that there is
some dispersion in all directions, but now it is nearly independent of propa-
gation direction. The maximal and minimal RFEs illustrated in Fig. 4.4(b)
are obtained in directions �max;tri = 6 (�1; �2) = �k�=3 and �min;tri =
6 (�1; �2) = �=6� k�=3, respectively, where k = 0; 1; 2, or 3.
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Figure 4.7: The construction phases of the interpolated 2-D digital wave-
guide mesh structure: (a) the original mesh with 4 directions, (b) the hy-
pothetical version with H propagation directions, (c) the case H = 8 for
which the best results have been obtained, and (d) the new interpolated
waveguide mesh, in which the new nodes are spread onto the neighboring
nodes by deinterpolation [101, 97, 100][P5,P10].

Interpolated Rectangular Mesh Structure
In the 2-D rectangular digital waveguide mesh algorithm, each node has
four neighbors, two on both axes (points labelled pa in Fig. 4.7(a)). These
are connected by unit delay elements. The author has extended this scheme
to an arbitrary number of neighbors by adding unit delay lines from a node
into other directions (hypothetical points labelled ~p0 : : : ~pH�1 in Fig. 4.7(b))
such that there are altogether H propagation directions [P5].

Although it is not possible to exactly implement the hypothetical struc-
ture with H directions in the time domain, the two-dimensional Fourier
transform may be computed, that is

P (n; �1; �2) =
2
H

PH�1
i=0 ej(!1 cos�i+!2 sin�i)cTP (n� 1; �1; �2)�

P (n� 2; �1; �2)
(4.13)

where �i are the directions of delay lines. The equation for the speed ratio
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(b) in optimally interpolated digital waveguide mesh structures. The equal
dispersion factor contours descend from the center point in increments of
1% [P10].

is the same as (4.10), where b is

b(�1; �2) =
2

H

H�1X
i=0

ej(!1 cos�i+!2 sin�i)cT (4.14)

The contour plot in Fig. 4.8(a) shows the speed ratio as a function of fre-
quency and direction of an 8-directional structure corresponding to the sit-
uation in Fig. 4.7(c). In this structure there is some dispersion, but now it
is practically independent of wave propagation direction. The 8-direction
structure was chosen since the addition of delay lines in more than 8 direc-
tions does not introduce much improvement [P5].

This new structure is called the interpolated rectangular mesh [100][P5].
It can be implemented by using various techniques. For first-order and
second-order interpolation schemes, the difference equation is

pc(n) =
2

H

3X
l=1

3X
k=1

hl;kpl;k(n� 1)� pc(n� 2) (4.15)

where pl;k represents pc and all its neighbors pa and pd (see Fig. 4.7(d)),
and hl;k are the weighting coefficients of each node. Due to symmetry, the
diagonal neighbors have the same weighting coefficient hd = h11 = h13 =
h31 = h33, and all axial nodes have the coefficient ha = h12 = h21 =
h32 = h23. The center node pc is weighted by hc = h22.

The two-dimensional Fourier transform for the interpolated structure
(4.15) is

P (n; �1; �2) =
2
H
P (n� 1; �1; �2)[ha(e

j!1cT + ej!2cT + e�j!1cT + e�j!2cT )+
hd(e

jÆ+cT + ejÆ�cT + e�jÆ�cT + e�jÆ+cT ) + hc]� P (n� 2; �1; �2)
(4.16)
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where Æ+ = !1 + !2 and Æ� = !1 � !2. For the speed ratio (4.10), b is

b(�1; �2) =
4
H
[ha(cos!1cT + cos!2cT )+

hd(cos Æ+cT + cos Æ�cT ) +
hc
2
]

(4.17)

Both the first-order and second-order linear interpolation can be ap-
plied to find the weighting coefficients ha; hd; hc, but the best result is
obtained by optimized interpolation coefficients as shown in [P10]. The
resulting weighting coefficients are

hd = 0:375930; ha = 1:24814; hc = 1:50372; (4.18)

when H = 8.
Figure 4.8(b) presents the wave propagation characteristics of this op-

timized interpolated scheme. In this mesh, the wave propagation speed is
nearly independent of direction, although the speed is lower at high fre-
quencies. The result is better than the ones obtained using first- or second-
order Lagrange interpolation, but not as good as the triangular mesh, which
is seen by comparing maximal and minimal RFEs presented in Figs. 4.4(b)
and 4.4(c) [P10].

The same interpolation technique can also be applied in the 3-D case.
Some results of using linear interpolation in three dimensions to obtain the
weighting coefficients are presented in [P7]. The best result was achieved
by adding delay lines to 2-D and 3-D diagonal directions resulting in H =
26 propagation directions. In Fig. 4.9 the relative wave propagation speeds
in three different directions are illustrated. Figure 4.9(a) depicts the original
structure. Fig. 4.9(b) illustrates the linearly interpolated structure in which
the wave propagation characteristics are nearly independent of direction. In
the future, similar coefficient optimization as in the 2-D case [P10] should
be conducted.

4.4 Reduction of the Dispersion Error by Frequency Warping

In the triangular and interpolated rectangular mesh structures the disper-
sion has been rendered practically independent of propagation direction.
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Figure 4.10: The allpass-filter structure which is used in the warping of a
simulation result of the interpolated digital waveguide mesh [P8].

In addition, the frequency error curves are smooth. Due to these reasons,
the dispersion error can be reduced remarkably by a novel use of a fre-
quency warping technique [P8,P9].

The frequency warping is applied to the input and output signal of the
mesh using a warped FIR filter [102, 103]. This filter shifts frequencies to
compensate for the dispersion error. For this purpose a first-order allpass
warping is suitable.

A warped FIR is a FIR filter, in which each unit delay element has been
replaced with a first-order allpass filter having the transfer function:

A(z) = (z�1 + �)=(1 + �z�1) (4.19)

The resulting structure is illustrated in Fig. 4.10.
The filter coefficient � determines the extent of warping, and the same

value of � is used for all the allpass filters in the chain. The warped FIR is
used by setting the tap coefficients equal to signal samples s(n) and then
a unit impulse is fed into the structure. The output signal sw(n) is the
frequency-warped version of the original signal.

There are various different strategies for finding the optimal value of �
[P8]. One practical choice is to minimize the maximal error in a frequency
band [0; 0:25fs]. This results in � = �0:327358 for the interpolated mesh,
and for the triangular mesh � = �0:109540. The RFE after warping is
obtained as follows:

Ewarped(�1; �2) =
k(�1; �2) � wratio(�; � � k(�1; �2)) �D � kdc

kdc
� 100%

(4.20)
where

wratio(�; �) = 1 +
1

��
arctan

� sin 2��

1� � cos 2��
(4.21)

returns the ratio of warping of given frequency � [104], and

D =
1� �

1 + �
(4.22)

is the phase delay at low frequencies caused by warping [75, eq. 86].
The RFE of each structure with warping is presented in Fig. 4.11. The

corresponding RFEs without warping are presented in Figs. 4.4(a), 4.4(b),
and 4.4(c). Note that in the original rectangular mesh there is no reason-
able way to apply frequency warping since the RFEs in the axial and diag-
onal directions are so different. Of these structures, the triangular mesh is
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Figure 4.11: Maximal and minimal relative frequency errors represented by
solid and dashed lines, respectively, in the (a) rectangular, (b) warped inter-
polated (� = �0:327358), and (c) warped triangular (� = �0:109540) dig-
ital waveguide mesh structures. The warping coefficients were optimized
to minimize the maximal error. Note the different scale in (a) [P10].

the most accurate having the maximal error of 0.60% (Fig. 4.11(c)). The
interpolated rectangular mesh is nearly as good as the triangular mesh re-
sulting in a 1.2% maximal error (Fig. 4.11(b)). Both of these structures are
more accurate than the original structure in which the maximal error is
13% (Fig. 4.11(a)) [P10].

4.5 Boundary Conditions

The boundary conditions describe the acoustic properties of surface mate-
rials and they have a remarkable contribution to the acoustics of a space.

The most straightforward way to set boundary conditions in the digital
waveguide mesh, is the structure in which each boundary node has only
one neighbor.

The simplest boundary condition is the reflection coefficient. The dif-
ference equation for such boundary node is [98]:

p(n) = (1 + r)popp(n� 1)� rp(n� 2) (4.23)

where r is the reflection coefficient, p is the boundary node and popp is its
neighbor.

In general, the boundary condition can be replaced by any digital filter
as shown by the author in [P6]. Figure 4.12 [P6] represents the numeri-
cal simulation results of a 2-D digital waveguide mesh with two different
boundary filters and incident angles of the reflected plane wave. Figures

MODELING TECHNIQUES FOR VIRTUAL ACOUSTICS 51



 Target        
 Filter        
 Simulation 90°
 Simulation 45°

 Target        
 Filter        
 Simulation 90°
 Simulation 45°

10
2

10
3

-6

-4

-2

0

Frequency (Hz)

M
ag

ni
tu

de
 (

dB
)

10
2

10
3

-0.6

-0.4

-0.2

0

Frequency (Hz)

M
ag

ni
tu

de
 (

dB
) (a)

(b)

Figure 4.12: Reflection responses of two 2-D digital waveguide mesh sim-
ulations. In (a) the wall is hard and the simulation is close to the target
response. In (b) the wall is more absorbing, and the difference between the
incident angle of 45Æ and the perpendicular reflection is remarkable [P6].

show the magnitude attenuation of boundary filter and simulation results.
The target response is also plotted. In Fig. 4.12(a), the wall is hard and tar-
get absorption is low and both simulation results follow the filter response
reasonably well. In Fig. 4.12(b) the boundary material is more absorbing.
The simulation result of 90Æ incident angle is not as good as in the upper
figure, but the shape of the attenuation response is correct. Simulation of
incident angle of 45Æ is correct. Note that the same material filters can
be utilized both in the DIVA system (see Section 3.2) and in the digital
waveguide mesh.

The results presented in Fig. 4.12 are obtained using the original rect-
angular mesh in which the wave propagation characteristics depend on the
propagation direction. The same also applies to the reflection characteris-
tics. To obtain direction independent reflection properties, use of a larger
number of neighborhood nodes at the boundaries is required. This can be
implemented using similar interpolation such as in the interpolated rect-
angular mesh, but it has not been studied yet. One method to implement
diffuse reflections in a digital waveguide mesh is presented in [105].
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5 SUMMARY AND CONCLUSIONS

5.1 Main Results of the Thesis

The main results of the thesis can be summarized as follows:

� The parametric room impulse response rendering is found to be an
efficient method for real-time auralization.

� The image-source method with an advanced visibility checking tech-
nique is an efficient method for computing early reflections in an
interactive auralization system.

� Natural sounding auralization was achieved within the DIVA system
employing auralization parameters applied to the direct sound and
early reflections. These include distance, direction and orientation,
and acoustic properties of materials which have reflected the sound.

� For an interactive virtual acoustic environment to be realistic, all the
changes in gains and delays must be smooth. This is achieved by
employing interpolation. With fast movements this creates a natural
Doppler effect if the auralization parameters are updated at a con-
stant rate.

� For an immersive virtual orchestra application, 150 ms latency be-
tween visual and aural updates is not disturbing according to prelim-
inary observations obtained with the DIVA system.

� The optimally interpolated digital waveguide mesh performs almost
equally well as the triangular mesh, but is easier to implement and
rectangular tessellation is more simply performed.

� Frequency warping remarkably increases the frequency accuracy of
off-line digital waveguide mesh simulations.

5.2 Contribution of the Author

The author of this thesis is the primary author of all the publications [P1]-
[P10], with the exception of [P6]. None of these publications have pre-
viously formed a part of another thesis. The scientific contribution of the
articles is following:

[P1] The real-time auralization system, DIVA, is presented. Novelties of
the system are: real-time image-source method, auralization parame-
ters including their update and interpolation systems, and distributed
implementation.

[P2] Efficient implementation of the image-source method for a real-time
application is presented. The basic principle of multiple simultane-
ous sound sources in a virtual acoustic environment is presented.
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[P3] The article discusses in detail the DIVA system, the applied aural-
ization parameters and their interpolation and updates. Implemen-
tation of a real-time image-source method in a room with arbitrary
geometry employing an efficient visibility checking strategy is de-
scribed. Analysis of the latency of the DIVA system is also provided.

[P4] The article presents an N -dimensional digital waveguide mesh. A
new three-dimensional rectangular mesh is especially interesting since
it suits the application of room acoustic simulation.

[P5] The bilinearly interpolated rectangular digital waveguide mesh is
presented.

[P6] The article describes how arbitrary filters can be used as boundary
conditions in a digital waveguide mesh.

[P7] A new three-dimensional interpolated rectangular digital waveguide
mesh structure is introduced.

[P8] The novel use of frequency warping to reduce the dispersion error in
the interpolated rectangular digital waveguide mesh is shown.

[P9] The frequency warping technique is applied to the triangular digital
waveguide mesh to enhance the frequency accuracy.

[P10] The author shows new interpolation techniques for the rectangular
digital waveguide mesh structure. The article also compares the fre-
quency accuracy of various structures.

In article [P1] the author has written Section 2 (except for 2.4), and one
half of Sections 1, 4, and 5. In article [P2] the author has written 60% of
the text. In article [P3] the author has written Section 2 (except for 2.5-2.7).
Of Sections 0, 4, 5, and 7-9 the author has written 50% of the text.

The presented new ideas in [P1]-[P3] are the result of co-operation of
the author with Dr. Huopaniemi. The author has implemented the ray-
tracing and image-source methods as well as the base of the auralization
system described in this thesis.

In Articles [P4],[P5], [P8]-[P10] the author has provided all the simu-
lations, created all the figures, and written 60% of the text. Of Article [P6]
the author has written Section 4 and a half of Section 5. The author is the
sole author of [P7].

The ideas of the interpolated rectangular mesh and the use of frequency
warping in the digital waveguide mesh are results of co-operation with Dr.
Välimäki.

5.3 Future Work

In the future, the computational efficiency of the DIVA system should be
increased. This can be done by perceptual optimization based on listening
tests. The importance of the following factors should be evaluated:

� Reflection filters
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� Number of auralized early reflections

� Air absorption filters

� Directivity filtering of auralized reflections

In this thesis, the results of the digital waveguide mesh contribute mainly
to the 2-D case. By applying these improvements also to the 3-D case, the
method could also be a practical tool for room acoustic simulations. The
most important things which should be studied are:

� Optimally interpolated rectangular three-dimensional digital wave-
guide mesh

� Direction independent boundary conditions using an interpolation
technique
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ERRATA

Publication [P4]

Page 4, section 5, first paragraph: “... one half of ...” should be “... one third
of ...”. As a consequence, following corrections should be made:

� First equation: “c =
p
3�d

2�T ” should be “c =
p
3�d

3�T ”

� Second equation: “f = 1
2�T = 2�343

2�
p
3�d

Hz” should be “f = 1
2�T =

3�343
2�
p
3�d

Hz”

� “... limit frequency is approximately 2 kHz. About 8000 time ...”
should be “... limit frequency is approximately 3 kHz. About 12000
time ...”

Publication [P7]

Page 3, section 3, first paragraph: “... d3d = 1
2

...” should be “... d3d = 1p
3

...” As a consequence, following corrections should be made:

� “ha = 1 + 4(1� d3d)
2d3d + 4d2d(1� d2d) = 2

p
2� 1

2
” should be

“ha = 1+ 4(1� d3d)
2d3d + 4d2d(1� d2d) = � 11

3
+ 2

p
2 + 16

3
p
3
�

2:241”

� “h2d = 2(1� d3d)d
2
3d + d22d =

3
4

” should be
“h2d = 2(1� d3d)d

2
3d + d22d =

7
6
� 2

3
p
3
� 0:7818”

� “h3d = d33d =
1
8

” should be
“h3d = d33d =

1

3
p
3
� 0:1925”

� “hc = 12(1� d2d)
2 + 8(1� d3d)

3 = 19� 12
p
2” should be

“hc = 12(1� d2d)
2 + 8(1� d3d)

3 = 34� 12
p
2� 80

3
p
3
� 1:6334”

� Figures 2b and 3b are computed using erroneous interpolation coef-
ficients. Fig. 4.9 in this thesis represents a new version of Fig. 2. A
new version of Fig. 3b is so similar to the presented one that it is not
inserted here.
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